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Ja niżej podpisana Anastasia Merzlaya (numer albumu: 1137941), doktorantka Wydzia lu
Fizyki, Astronomii i Informatyki Stosowanej Uniwersytetu Jagiellońskiego oświadczam,
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Abstract

The study of open charm meson production provides an efficient tool for detailed inves-
tigations of the properties of hot and dense matter formed in relativistic nucleus-nucleus
collisions. In particular, charm mesons are of vivid interest in the context of the phase-
transition between confined hadronic matter and the quark-gluon plasma as well as for
interpretation of data on J/ψ production measured by the NA38/NA50 and NA60 experi-
ments. Also, such study gives a unique opportunity to test the validity of theoretical mod-
els based on perturbative Quantum Chromodynamics and Statistical model approaches
for nucleus collisions at the top SPS energy. Such models provide predictions for charm
yields, that differ by up to two orders of magnitude.

Direct measurements of open charm mesons are challenging since the yields of D
mesons are very low and their lifetimes are short, which means that such measurements
require precise determination of particle tracks and high primary and secondary vertex
resolution. To meet these challenges a new high resolution Small Acceptance Vertex
Detector (SAVD) based on silicon pixel sensors MIMOSA-26AHR was constructed and
installed in the NA61/SHINE experiment which was motivated by the importance and the
possibility of the first direct measurements of open charm mesons in heavy ion collisions
at SPS energies.

The SAVD was installed in 2016 to perform a test for Pb+Pb reactions with the beam
momentum of 150A GeV/c. Later, in 2017 and 2018 large statistic data sets have been
taken for Xe+La and Pb+Pb collisions at 150A GeV/c.

Within this PhD project reconstruction and analysis of the collected data of Xe+La
and Pb+Pb collisions in the NA61/SHINE experiment were performed in order to deter-
mine the yield of D0 +D0. The obtained D0 +D0 signal was the first, direct observation of
open charm in nucleus-nucleus collisions at the SPS energies. These results were compared
to the theoretical model predictions as well as the estimation made by the NA50/NA60
experiments.

Furthermore, the NA61/SHINE experiment plans a systematic measurements of open
charm production in Pb+Pb collisions in the period 2021-2024 after the major detector
upgrade conducted during the Long Shutdown 2. The performed simulation study of the
upgraded Vertex Detector showed, that these future data will allow for the more detailed
research of charm particles.



Streszczenie

Badanie produkcji mezonów powabnych dostarcza skutecznego narze
‘
dzia do szczegó lowych

badań w laściwości gora
‘
cej i ge

‘
stej materii powsta lej w relatywistycznych zderzeniach

ja
‘
dro-ja

‘
dro. W szczególności mezony powabne sa

‘
bardzo interesuja

‘
ce w kontekście przej́scia

fazowego mie
‘
dzy materia

‘
hadronowa

‘
a plazma

‘
kwarkowo-gluonowa

‘
, a także w interpre-

tacji danych dotycza
‘
cych produkcji J/ψ zmierzonych przez eksperymenty NA38/NA50

i NA60. Pomiary produkcji mezonów powabnych w zderzeniach ja
‘
der przy energiach

osia
‘
ganych na akceleratorze SPS daja

‘
również wyja

‘
tkowa

‘
okazje

‘
do testowania modeli

teoretycznych zarówno tych opartych na podej́sciu w ramach perturbacyjnej chromody-
namiki kwantowej jak i tych opartych podej́sciu statystycznym. Przewidywania takich
modeli dotycza

‘
ce krotności produkcji mezonów powabnych różnia

‘
sie

‘
nawet o dwa rze

‘
dy

wielkości.
Bezpośrednie pomiary mezonów niosa

‘
cych powab stanowia

‘
wyzwanie, ponieważ krotności

tych mezonów sa
‘
bardzo niskie, a ich czasy życia sa

‘
krótkie, co oznacza, że takie pomi-

ary wymagaja
‘

precyzyjnego określenia śladów cza
‘
stek oraz określenia punków których

nasta
‘
pi lo pierwotne oddzia lywanie ja

‘
dro-ja

‘
dro oraz wtórny rozpad mezonów (wtórny

wierzcho lek).
Aby sprostać tym wyzwaniom, w eksperymencie NA61/SHINE zainstalowano pilotażowa

‘

wersje
‘
detektora wierzcho lka o nazwie Small Acceptance Vertex Detector (SAVD). SAVD

oparty jest na krzemowych sensorach pikselowych MIMOSA-26AHR.
SAVD zosta l zainstalowany w 2016 roku w celu przeprowadzenia jego testów dla reakcji

Pb+Pb z pe
‘
dem wia

‘
zki 150A GeV/c. Później, w 2017 i 2018 roku SAVD zosta l wyko-

rzystany do regularnych pomiarów dla zderzeń Xe+La i Pb+Pb przy 150A GeV/c.
W ramach niniejszej pracy doktorskiej przeprowadzono rekonstrukcje

‘
i analize

‘
danych

zebranych dla zderzeniach Xe+La i Pb+Pb w eksperymencie NA61/SHINE w celu określenia
wydajności D0 + D0. Uzyskany sygna l D0 + D0 jest pierwsza

‘
bezpośrednia

‘
obserwacja

‘

mezonów powabnych w zderzeniach ja
‘
dro-ja

‘
dro przy energiach SPS. Uzyskane wyniki

porównano z przewidywaniami modeli teoretycznych, a także szacowaniem produkcji
mezonów D0 dokonanym w ramach eksperymentów NA50/NA60.

Eksperyment NA61/SHINE planuje systematyczne pomiary produkcji mezonów powab-
nych w zderzeniach Pb+Pb w latach 2021-2024 po poważnej modernizacji detektora wierz-
cho lka przeprowadzonej podczas tzw. Long Shutdown 2 w ośrodku CERN. Symulacje kom-
puterowe dzia lania zmodernizowanego detektora wierzcho lka pokaza ly, że te przysz le po-
miary pozwola

‘
na bardziej systematyczne i szczegó lowe badania produkcji cza

‘
stek powab-

nych w relatywistycznych zderzeniach ja
‘
dro-ja

‘
dro.



Acknowledgements

I would like to express my gratitude to my supervisor Pawel Staszel for his guidance and
support through my PhD study. His experience and knowledge made not only this thesis
but the whole SAVD project possible.

I would like to thank Dag Larsen who introduced me to the SAVD project and was
a great help not only on my first steps towards the SAVD reconstruction and simulation
but also in further stages of work with assistance and valuable remarks.

I am very appreciative to Roman Planeta for giving me an opportunity to work within
the Department of Hot Matter Physics in Jagellonian University.

I am thankful to Marek Gazdzicki and Peter Seyboth for the opportunity to participate
in the NA61/SHINE Collaboration. Also, my path through the thesis benefited a lot from
fruitful meetings with Tatjana Susa, Grigory Feofilov, Wojciech Brylinski and the V0/D0
group, Grzegorz Stefanek, Bartosz Maksiak and the Calibration/Reconstruction group,
Yoshikazu Nagai and the Software group.

I also would like to thank my family and friends for support during my study.
The work was partially supported by the Polish National Center for Science Grants

2018/29/N/ST2/02595 and 2015/18/M/ST2/00125.





for my loved one





Contents

1 Introduction 13
1.1 Heavy-ion physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.1.1 Standard Model and quantum chromodynamics . . . . . . . . . . . 13
1.1.2 High energy collisions and quark-gluon plasma . . . . . . . . . . . . 14

1.2 Goal and structure of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 Author’s contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 Open charm measurements motivation 18
2.1 Model predictions of charm yield . . . . . . . . . . . . . . . . . . . . . . . 18
2.2 Charm measurements for phase transition study . . . . . . . . . . . . . . . 20
2.3 Previous charm measurements . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3.1 NA49 open charm measurements . . . . . . . . . . . . . . . . . . . 22
2.3.2 NA38/NA50 and NA60 charm measurements . . . . . . . . . . . . . 22
2.3.3 Charm measurements at higher energies . . . . . . . . . . . . . . . 24

2.4 Future facilities for charm measurements . . . . . . . . . . . . . . . . . . . 26

3 New Small Acceptance Vertex Detector in the NA61/SHINE experi-
ment 28
3.1 The NA61/SHINE experiment . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1.1 The physics programme . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.2 Beam acceleration chain . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.3 The experimental facility . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2 The Small Acceptance Vertex Detector . . . . . . . . . . . . . . . . . . . . 32
3.2.1 The concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.2 The detector setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Data reconstruction 37
4.1 Data reconstruction in TPC detectors . . . . . . . . . . . . . . . . . . . . 37
4.2 Data reconstruction in SAVD . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.2.1 Cluster reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2.2 Track and vertex reconstruction . . . . . . . . . . . . . . . . . . . . 39
4.2.3 Track matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.4 Sensor efficiencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.5 Secondary vertex resolution . . . . . . . . . . . . . . . . . . . . . . 51

5 Data Calibration 53
5.1 TPC calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 SAVD related calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

11



6 Characteristics and selection of the analysed data 61
6.1 Collected data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 Triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.3 Event selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.3.1 Upstream cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.3.2 Downstream cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

6.4 Final statistics of collected events . . . . . . . . . . . . . . . . . . . . . . . 69

7 Results 71
7.1 Invariant mass method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.2 Background suppression cuts . . . . . . . . . . . . . . . . . . . . . . . . . . 72
7.3 Invariant mass distribution of D0 +D0 . . . . . . . . . . . . . . . . . . . . 75
7.4 Upper limit estimation of D0 +D0 yield . . . . . . . . . . . . . . . . . . . 80
7.5 Invariant mass distribution of Λ and K0

s . . . . . . . . . . . . . . . . . . . 81

8 Simulations 83
8.1 Simulation chain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

8.1.1 SAVD in simulations . . . . . . . . . . . . . . . . . . . . . . . . . . 84
8.2 Event generators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
8.3 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

8.3.1 Simulation performance . . . . . . . . . . . . . . . . . . . . . . . . 87
8.3.2 Geometrical acceptance . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.3.3 Efficiency of detector system . . . . . . . . . . . . . . . . . . . . . . 97

8.4 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8.4.1 Optimisation of background suppression cuts . . . . . . . . . . . . . 99
8.4.2 Geometrical cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
8.4.3 Correction of D0 +D0 yield . . . . . . . . . . . . . . . . . . . . . . 104
8.4.4 Expected signal according to different models . . . . . . . . . . . . 106

9 Discussion and outlook 109
9.1 Discussion of the obtained results . . . . . . . . . . . . . . . . . . . . . . . 109
9.2 Proposed open charm measurements after CERN Long Shutdown 2 . . . . 110

10 Conclusion 114

12



Chapter 1

Introduction

1.1 Heavy-ion physics

1.1.1 Standard Model and quantum chromodynamics

The discovery of electron in the end of 19th century led to the conclusion that atoms are
not elementary particles. Later, in the beginning of 20th century it was established that
atom nuclei is made of neutrons and protons. Throughout 20th century more and more
particles have been experimentally discovered as well as understanding of the fundamental
laws has been expanded. Nowadays it is well established fact that the matter is mostly
built of electrons, neutrons and protons, and that last two are made of quaks and gluons.

To describe elementary particles and interactions between them the Standard Model
[1] is used. The Standard Model is a quantum field theory. Many of its predictions were
confirmed experimentally. However this theory is not complete – for example it doesn’t
include the gravitational interaction.

At this moment 12 elementary fermions (with their corresponding antiparticles) are
known and by the way they interact they could be separated to six quarks and six leptons.
The interaction between fermions are carried out by bosons: gluons for strong interaction,
photons for electromagnetic, W+, W− and Z0 for weak interaction. The Higgs boson is
carrier of the interaction of the Higgs field which grants the particle their masses. The
Standard Model encloses these particles and interactions. Schematic summary is shown
in Fig. 1.1.

The important part of the Standard Model is the Quantum Chromodynamics (QCD),
which describes the strong interaction. According to the QCD quarks and gluons have
additional state of freedom called color charge. There are three colors and three anti-color,
and each quark has one color (or anti-color) and each boson has pair of pair color and
anti-color, and only neutral-color particles can be observed.

There are two important features of the QCD. The first one is called the color con-
finment and concerns the fact that quarks and gluons cannot be directly observed due
to their color charge and are always bound within hadrons. The second one is called
asymptotic freedom. The strong interaction is weak at short distances and significantly
increases with the distance. Thus, if distances between quarks become extremely small
they start to interact like quasi-free particles.

13



Figure 1.1: Table of the elementary
particles described by the Standard
Model. Violet squares presents the
quarks, green – the lepton, red –
the bosons, yellow – the Higgs bo-
son [2, 3]

1.1.2 High energy collisions and quark-gluon plasma

Quark-gluon plasma (QGP) is a state of matter in which quarks and gluons are not
confined in the hadrons. It is believed that the Universe was in the QGP state few
milliseconds after the Big Bang. Later, the expanding Universe was cooling down and
quarks and gluons became bound together to form hadrons.

To recreate conditions similar to those of the early Universe, powerful accelerators
deliver head-on collisions of heavy ions. It is expected that QGP can be created in hot
and dense systems produced in such collision.

Evolution of high energy nuclear collision

Fig. 1.2 shows two possible scenarios of space-time evolution of heavy-ion systems: the
left side of the figure presents a scenario where the temperature and energy density are
not sufficiently high to create the QGP state, the right side presents a scenario in which
the QGP is created.

During a central collision of two heavy ions accelerated to velocities close to the speed
of light, the initial energy of colliding nuclei dissipates and a new hot and dense system
called fireball is formed. The formation time is estimated to be about 1 fm/c and is
related to the time in which Lorentz contracted ions penetrate each other. After that,
due to high number of interactions the system is thermalized and QGP is created. As
it expands and cools down, quarks and gluons start to merge and form hadrons. This
process is called hadronization and occurs approximately few fm/c after the creation of
QGP. During hadronization the QGP state converts into the hadron gas state, which
means that there are no quarks moving freely and all of them are confined in hadrons.
The moment when the chemical composition of the system becomes fixed and hardons
stop exchanging quarks between each other is called the chemical freeze-out. The system
continues to expand and cool down while produced particles interact with each other
and exchange their momenta. The instant when this process stops and momenta of the
particles gets fixed is called kinetic freeze-out. These produced particles and/or products
of their decays can be detected by the experimental apparatus.

14



Figure 1.2: Space-time evolution of heavy-ion collision [4]

Phase diagram of strongly interacting matter

Hadron gas and QGP are the main phases of strongly interacting matter. Transition
between these states can be obtained by changing the temperature T and baryon chemical
potential µB (the energy needed to add or remove one baryon from the system) of strongly
interacting matter.

The phase diagram is usually presented in T -µB plane. It is shown on Fig. 1.3. At
low temperatures and relatively low baryon chemical potential the main phase of matter
is the hadron gas state. With higher temperatures the system is in the QGP state. The
matter with low temperatures and high baryon chemical potential exists in neutron stars.

Two types of the phase transition are predicted: for low baryon chemical potential with
increasing temperature the phase is changing via crossover (rapid but continuous evolution
of the system’s physical parameters), while with higher values of baryon chemical potential
the first order phase transition is predicted [5]. The line describing the first order phase
transition ends with the critical point related to the second order phase transition [6].

Different regions of the phase diagram of strongly interacting matter can be probed
experimentally by varying the size of the colliding nuclei, centrality of the collision and
the collision energy [7].

Charm production as QGP signature

Conditions of the produced in the collision matter such as extreme temperature or short
lifetime make a direct observation of the QGP state not possible. However QGP can be
studies via analysis of properties of the particles that passed hadronization process. Thus,
many observables have been developed (called QGP signatures) based on information de-
livered by particles produced in final state of interaction. These observables are expected
to be sensitive to creation of QGP.

One of such QGP signatures is suppression of the J/ψ mesons production. Another
one is the enhancement of the total charm production. This will be discussed in details
in Chapter 2.
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Figure 1.3: Phase diagram of strongly inter-
acting matter. Points with error bars indi-
cate the positions of chemical freeze-out of the
systems collided with energies delivered by –
RHIC (Relativistic Heavy Ion Collider), SPS
(Super Proton Synchrotron), AGS (Alternat-
ing Gradient Synchrotron), SIS (Schwerionen-
Synchrotron) accelerators. Grey band corre-
sponds to the predicted first order phase transi-
tion ending with the critical point. The vertical
dashed line indicates expected barionic chemi-
cal potential of the onset of deconfinement. On
the top of the plot energy regions of experimen-
tal facilities indicated: Large Hadron Collider
(LHC), RHIC, SPS, Nuclotron-based Ion Col-
lider fAcility, SIS [8].

Open charm meson Decay channel cτ [µs] Branching ratio
D0 π+ + K− 122.9 (3.89 ± 0.04)%

D0 π− + K+ 122.9 (3.89 ± 0.04)%
D+ π+ + π+ + K− 311.8 (8.22 ± 0.28)%
D− π− + π− + K+ 311.8 (8.22 ± 0.28)%

Table 1.1: Information about the most probable decay channels of open charm mesons.

1.2 Goal and structure of thesis

The main goal of the study presented in this thesis is to analyse the data collected by
the NA61/SHINE experiment in order to obtain the first direct observation of the open
charm in heavy-ion collisions (Xe+La and Pb+Pb) at the CERN SPS energy regime and
estimate the D0 + D0 yields. These results are compared to predictions of theoretical
models as well as to the estimations made by the NA50/NA60 experiments.

Table 1.2 shows decay channels of the open charm mesons, that are considered in
NA61/SHINE for measurements. In a present study only D0 and D0 were considered.

The thesis consists of 9 chapters. After theoretical introduction to heavy-ion collisions
in Chapter 1 the motivation and importance of open charm measurements is discussed in
details in Chapter 2. Chapter 3 describes the NA61/SHINE experiment at CERN SPS
and the new Small Acceptance Vertex Detector (SAVD) with the help of which open
charm measurements became possible in NA61/SHINE. In Chapter 4 data reconstruction
techniques in the native NA61/SHINE detectors are briefly presented, and reconstruc-
tion procedure in SAVD as well as track and vertex reconstruction results in SAVD are
discussed in details. Data calibration performed for the Time Projection Chambers and
SAVD is described in Chapter 5.

In Chapter 6 the used data sets and selection of the analysed events are presented.
Analysis procedure and results are discussed in Chapter 7. Chapter 8 is focused on
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the description of the dedicated computer simulations. Finally, in Chapter 9 the results
are summarised and future plans for open charm measurements in the NA61/SHINE
experiment are discussed. Chapter 10 concludes the thesis.

1.3 Author’s contribution

The author has been a member of the NA61/SHINE Collaboration since Master studies
(2014-2016) and has been actively working on the Vertex Detector project. Since the
beginning of the PhD studies (2016) the author was actively participating in the data
taking campaigns and, in particular, supervising the Small Acceptance Vertex Detector
operation during data taking in 2016 (test data taking), 2017 and 2018. Further, the au-
thor passed through all stages preceding analysis and interpretation of the data: starting
from preliminary performance simulations, developing the reconstruction chain, calibra-
tion of the collected data, selection of the events, performing full simulation chain for
efficiency calculation and analysis correction. The author made major contribution to
implementation of SAVD events reconstruction in the Shine framework. Also, the author
provided implementation of GEANT4 simulation and reconstruction chain in the Shine
framework. The simulation performed by author were used to determine acceptance and
reconstruction efficiencies of the NA61/SHINE experimental setup including the SAVD
device. The obtained information was used to correct the rough experimental yields and
obtained results on the D meson production presented in this thesis. The simulations
were also used to determine the geometrical layout and expected yields for the upgraded
version of the Vertex Detector to be used after the Long Shutdown 2.

Finally, the author performed analysis of the reconstructed data as well as simulated
data according to two models (PHSD and AMPT) in order to obtain results presented in
this thesis. These results were compared to theoretical models as well as the estimations
made by the NA50/NA60 experiments.
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Chapter 2

Open charm measurements
motivation

2.1 Model predictions of charm yield

One of the important issues related to relativistic heavy-ion collisions is the mechanism
of charm production. Several model predictions was introduced to describe charm pro-
duction. Some of them based on the dynamical approach and some - on the statistical
approach.

The dynamical approach is inspired by the perturbative QCD (pQCD) and describes
charm particle production in elementary hadronic and nuclear collisions [9]. According
to this approach, pre-charmonium states are created due to the binding interaction be-
tween cc̄ quarks. In nucleon-nucleus (p+A) and nucleus-nucleus (A+A) reactions this
pre-charmonium state encounters interactions with the surrounding matter [10]. Further,
that produced charm states form bound states of closed charm particles (J/ψ and excited
charmonium states) as well as open charm particles which are produced from the binding
interaction between charm quark and the lighter quark (d,u and s).

The statistical approach used for describing the production of open and hidden charm
is based on thermodynamical treatment of the initial stage in which partons are considered
as primary degrees of freedom. In 1997 it was observed, that the J/ψ yield in A+A
collisions is proportional to the pion multiplicity, and that the experimental results of J/ψ
yield may be explained by a statistical production at the hadronisation stage [11]. This
motivated the development of statistical approaches for open and closed charm production.
In such approaches one assumes that c and c̄ quarks are generated at the early stage of the
collisions according to the collision volume and available energy. The globally equilibrated
state created in the early stage expands and finally freezes–out into hadrons and hadronic
resonances.

The estimates from dynamical and statistical approaches for charm yield for central
Pb+Pb collisions at 158A GeV/c differ by about two orders of magnitude [11, 12]. Fig.
2.1 presents the predictions on 〈cc̄〉 production provided by different models:

• A pQCD-inspired models [13, 14] - predictions based on PYTHIA [15] calculations
for nucleon-nucleon collisions scaled to central Pb+Pb collisions using the nuclear
thickness function;

• The Hadron String Dynamics (HSD) model [16] - uses parametrization of the charm
mesons and hadrons cross sections based on the word wide data for p+N and π-
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Figure 2.1: Mean multiplicity of charm quark pairs produced in the full phase space in
central Pb+Pb collisions at 158A GeV/c calculated with dynamical models (blue bars):
HSD, pQCD–inspired and Dynamical Quark Coalescence, and statistical models (green
bars): HRG, Statistical Quark Coalescence and SMES [12].

N reactions. To describe charm production in A-A collisions the parametrised cc̄
yields are scaled with the number of hard binary collisions. In addition to primary
hard N-N collisions, the open charm mesons or charmonia may also be generated
by secondary meson-baryon interactions.

• The Dynamical Quark Coalescence model [17] - the mean number of 〈cc̄〉 pairs
is calculated using the measured 〈J/ψ〉 multiplicity [18] and the probability of a
single cc̄ pair hadronizing into a J/ψ calculated within the model that assumes a
microscopic hadronization mechanism of deconfined matter;

• The Statistical Quark Coalescence model [19] - the mean number of 〈cc̄〉 pairs is
calculated using the measured 〈J/ψ〉 multiplicity [18] and the probability of a single
cc̄ pair hadronizing into a J/ψ calculated within the model that assumes a statistical
distribution of c and c̄ quarks between hadrons;

• The Hadron Resonance Gas model (HRG) [19] - a calculation of equilibrium yields
of charm hadrons assuming parameters of a hadron resonance gas fitted to mean
multiplicities of light hadrons;

• The Statistical Model of the Early Stage (SMES) [20] - the mean number of charm
quarks is calculated assuming an equilibrium QGP at the early stage of the collision
and using the grand canonical ensemble for predictions. Mostly due to the signifi-
cantly higher temperature at the early stage of the collision then at the hadronization
stage the charm yield predictions are higher in SMES then in HRG.

The predictions on mean multiplicity of charm quark pairs 〈cc̄〉 suffer from large sys-
tematic uncertainties. In the statistical models this is mostly due to uncertainties of the
system temperature and volume, whereas in dynamical approaches - due to uncertanties
in modelling charm production in nucleon-nucleon interactions.
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Also, these approaches predict different dependencies on the system size. In the dy-
namical models the open charm yield is proportional to the number of nucleon-nucleon
collisionsThe SMES model uses the grand canonical ensemble volume dependence of the
yield, which means that the predicted yield is proportional to the number of wounded
nucleons NW (taking into account that for a large enough number of participant nucleons
(〈NP 〉 > 50) the calculated charm yields are larger then one) [9]. For collisions of iden-
tical nuclei the ratio of number of nucleon-nucleon collisions to the number of wounded
nucleons changes as N

1/3
W and thus increases by factor of about 6 between nucleon-nucleon

and central Pb+Pb collisions.
Therefore, obtaining precise data on 〈cc̄〉 will allow to disentangle between theoretical

predictions and learn about the charm quark and hadron production mechanism. In
particular such study should allow to establish a border between the applicability of
pQCD-based and statistical models.

Fig. 2.2 presents how the charm quarks are distributed over the most abundant charm
carriers according to Parton Hadron String Dynamics model (PHSD) calculations [21].
Thus, a good estimate of 〈cc̄〉 can be obtained by measurements of D0, D+ and their
antiparticles because these mesons carry about 85% of the total produced charm as in-
dicated in Fig. 2.2. However, even measurements of D0 and D0 mesons should already
provide reasonable estimation as they contain the largest fraction of charm (31% each).

Figure 2.2: Schema of the total charm distribution over most abundant charm hadrons
in 0–20% central Pb+Pb collisions at beam energy 150A GeV/c (the value is predicted
by PHSD). The percentages of fraction of charm carried by given hadron species are
indicated.

2.2 Charm measurements for phase transition study

The study of open charm meson production is a sensitive tool for detailed investigations
of the properties of hot and dense matter formed in nucleus-nucleus collisions at ultra-
relativistic energies [10, 22, 23]. In particular, charm mesons are of vivid interest in the
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context of the phase-transition between confined hadronic matter and the QGP.
The cc̄ pairs produced in the collisions are converted into open charm mesons and

charmonia (J/ψ mesons and its excited states). The production of charm is expected to
be different in confined and deconfined matter, which is caused by different properties
of charm carriers in these phases. In confined matter the lightest charm carriers are D0

and D0 mesons, whereas in deconfined matter the charm carriers are charm and anti-
charm quarks. Thus, in case of confined matter production of a pair of charm carries DD
requires energy of 2mD = 3.7 GeV, which is about 1 GeV higher than production of a cc̄
pair which takes energy of 2mc = 2.6 GeV. The effective number of degrees of freedom of
charm hadrons and charm quarks is similar [24]. Thus, more abundant charm production
is expected in deconfined than in confined matter.

Figure 2.3: Left pad: Energy dependence of 〈cc̄〉 in central Pb+Pb collisions calculated
within the SMES model [20, 12]. The blue line corresponds to confined, the purple line
to mixed phase, and the red line to deconfined matter, the dashed line presents the
prediction without a phase transition. Right pad: Energy dependence of the ratio of
〈cc̄〉 in deconfined and confined matter in central Pb+Pb collisions calculated within the
pQCD-inspired model [19, 12]

Both dynamical and statistical approaches for charm production predict a rapid change
of collision energy dependence when crossing the energy of the onset of deconfinement.
Fig. 2.3 presents the collision energy dependence of charm production in central Pb+Pb
collisions at 150A GeV/c predicted by SMES model (left pad) and a pQCD-inspired
model (right pad). According to SMES model, when crossing the phase transition energy
range (

√
sNN = 7 - 11 GeV), an enhancement of 〈cc̄〉 production as compare to confined

state should be observed. At the beam energy 150A GeV/c (
√
sNN = 16.7 GeV) an

enhancement by a factor of about 4 is expected. Right panel of Fig. 2.3 shows the ratio
of mean multiplicity of cc̄ pairs in deconfined and confined matter evaluated at the same
collision energy calculated within the pQCD-inspired model. At 150A GeV/c (

√
sNN =

16.7 GeV) an enhancement by a factor of about 3 is predicted. Consequently, according
to both theoretical approaches a change of collision energy dependence of 〈cc̄〉 may be a
signal of onset of deconfinement.

Furthermore, the cc̄ pairs produced in the collision can be converted to open or hidden
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charm. Fig. 2.4 presents two scenarios for such conversions. In the first case (left pad) in
p+p interaction produced cc̄ pairs hadronize in a vacuum. Open charm and charmonia
are produced with a certain probability, which is at high collision energies is typically 10%
of cc̄ pairs for charmonia formation and 90% for open charm hadrons. In the second case
(right pad) for A+A reactions the charmonium production follows the standard scenario
[10]: cc̄ pairs form a precharmonium state in the QGP, then the produced charmonia
encounters further interactions with the surrounding deconfined medium. Due to the
color screening, which may lead to disintegration of this state and prevent the binding
of charm quarks and anti-quarks to produce charmonia, the probability of charmonium
production is suppressed in favour of open charm production. Thus, the charmonium
production is reduced in this case and probabilities at high energies are 2% and 98% for
close an open charm hadrons formation, respectively. Thus the effect of the medium on
charm production can only be determined by studying the ratio between the charmonium
and the open charm mesons yield.

Figure 2.4: Schematic view of J/ψ production in p+p collisions (left pad) and central
heavy ion collisions (right pad) [22].

2.3 Previous charm measurements

2.3.1 NA49 open charm measurements

The first attempt to estimate of the upper limit of mean multiplicity of D0 and D0 mesons
by a direct measurement was done by the NA49 experiment in Pb+Pb collisions at the
top SPS energies [25]. D0 and D0 mesons were searched via their D0 → π+ + K− and
D0 → π−+K+ decay channels and the invariant mass distribution of identified kaons and
pions was studied. However, due to accuracy in reconstruction of the vertex longitudinal
position on the level of 1 cm which is significantly larger then the distance between the
interaction point and the secondary vertices of D0 and D0, no open charm signal was
observed. The upper limit of the yield was estimated to be M(D0 +D0) = 1.5 per event
at 98% confidence level in central Pb+Pb collisions at 158A GeV/c [25] (the mixture of
two data set was used: 3M events with centrality 0–23.5% and 0.8M events with centrality
0–10%). The obtained upper limit discards only prediction made by the SMES model
(see Fig. 2.1).

2.3.2 NA38/NA50 and NA60 charm measurements

The NA38/NA50 and NA60 experiments performed measurements of J/ψ production at
top SPS energies [26, 27, 28]. The apparatus of these experiments consists of the muon
spectrometer (which they were inheriting after one another), and charm study is based
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of dimuon production in heavy-ion collisions at the SPS energies. The dilepton invariant
mass spectrum was obtained as wide continuum dominated by the resonance (ρ, ω, φ,
J/ψ, φ′) decay peaks. This vector mesons have well pronounced structures in the invariant
mass distribution, can be described by cocktail determined from p+p collisions however
the analysis of the mass spectrum between φ and J/ψ required the dedicated study.
The contribution in this region was described in terms of Drell-Yan and DD estimated
according to the PYTHIA event generator [15] (based on pQCD calculations). However,
the spectrum for central Pb+Pb collisions at 158A GeV/c obtained by NA38/NA50 (see
Fig. 2.5) could be reproduced when the open charm contribution is scaled up by a factor
of about 3 with respect to the pQCD calculations [29], which gives 〈D0 + D0〉 = 0.6 per
event.

Thereby, despite the indirectly obtained indication of open charm this results is strictly
model depended and thus very sensitive to kinematics distributions and correlations used
in PYTHIA, the results suffer from uncertainties in the estimate of the di-muon spectrum
background.

Figure 2.5: The invariant mass spectrum
obtained in NA50 for central Pb+Pb colli-
sions at 158A GeV/c. The Drell-Yan, J/ψ
and φ′contributions are shown as dashed
lines, the open charm as a dotted line, the
background as a dashed-dotted line [29].

An additional controversy comes from the NA60 experiment. The results of NA60
on prompt and non-prompt muon production in In+In collisions at 158A GeV/c show
di-muon enhancement as seen by NA38/NA50 in Pb+Pb collisions [30]. However, it was
experimentally shown by NA60, that the enhancement observed in In+In is mostly due
of prompt muons and was interpreted in terms of creation of a muon radiation source at
early stage of the collision phase which was attributed to QGP [30].

Even though the study of di-muon spectra provides imprecise measurements of open
charm it allowed for detailed study of charmonium production. In Fig. 2.6 the produc-
tion of J/ψ in In+In and Pb+Pb collisions relative to the pQCD predictions (assuming
normal nuclear absorption in the medium) is shown as a function of the number of par-
ticipating nucleons Npart. For lower number of participants the yields are consistent with
the theoretical estimations. However, at Npart ≈ 200 the result shows significant drop.
The observed effect is known as an anomalous J/ψ suppression. This suppression of the
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production of J/ψ mesons in central Pb+Pb collisions at 158A GeV/c was an important
argument for the CERN announcement of the discovery of a new state of matter [31].
Within the Matsui-Satz model [10] the suppression is attributed to onset of QGP forma-
tion in nuclear collisions. However, due to initial state effects in nucleus-nucleus reactions,
like shadowing, parton energy loss etc. [32], the overall scaled number of the 〈cc̄〉 pairs
produced in nuclear collisions may be reduced. Hence the effect of the medium on J/ψ
survival can only be determined by studying the charmonium yield relative to the yield of
open charm mesons [22]. Thus, only precise measurement of both open and hidden charm
can provide information on influence of the final state interaction on charmonia yield in
a model independent way.

Figure 2.6: J/ψ suppression pat-
tern measured in In+In (cir-
cles) and Pb+Pb (triangles) col-
lisions as a function of the num-
ber of participants Npart at 158A
GeV/c. The boxes around the
In+In points represent correlated
systematic errors. The filled box
corresponds to the uncertainty in
the absolute normalization of the
In+In points. [33].

Therefore for the interpretation of existing results on J/ψ production systematic mea-
surements of open charm production are urgently needed. Such measurements would allow
to disentangle between initial and final state effects, revealing properties of hidden and
open charm transport through the dense medium created in nucleus-nucleus collisions.

2.3.3 Charm measurements at higher energies

Detailed charm measurements are performed at RHIC [34] and LHC [35, 36], where en-
ergies are much higher then at SPS and as consequence the charm particle production
cross sections are significant higher. In Fig. 2.7, the multiplicities of charm mesons in the
central Au+Au collisions from AGS to RHIC energies as predicted by the HSD model
are presented. According the these predictions, charm meson measurements are rather
challenging at SPS energies due to the low yields.

The charm measurements at
√
sNN = 200 GeV were performed at the Solenoid Tracker

at RHIC (STAR) [34] and the Pioneering High Energy Nuclear Interaction eXperiment
(PHENIX) [37]experiments located at RHIC. The nuclear modification factor RAA depen-
dence on Npart is shown in Fig. 2.8 for high (left panel) and low (right panel) transverse
momenta pT . For high transverse momenta the RAA shows consistency for open charm
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Figure 2.7: Overview of the experimental
meson multiplicities of π, η, φ, K+,K−,
D, D and J/ψ observed in central Au+Au
collisions as a function of the collision en-
ergy from AGS to RHIC energies. The lines
show the HSD model predictions [16].

and charmonia, however at low pT RAA for open charm is consistent with unity within the
errors but RAA for J/ψ shows significant suppression by up to 75% for the most central
collisions. This J/ψ suppression at low transverse momenta can be attributed to presence
of the final state iterations [22].

Figure 2.8: Comparison of the nuclear modification factor RAA for J/ψ and open charm
production at high (left pad) and low (right pad) transverse momenta based on data
obtained by STAR and PHENIX for Au+Au collisions at

√
sNN = 200 GeV [22, 34, 37].

At LHC a comparison at such low pT is not yet conclusive due to difficulties in measur-
ing low transverse momentum D mesons. Fig. 2.9 shows the dependence of RAA for J/ψ
and open charm on number of participants for intermediate (left panel) and high (right
panel) pT obtained in A Large Ion Collider Experiment (ALICE) [35, 38] and the Compact
Muon Solenoid (CMS) experiment [36]. For both cases J/ψ and open charm productions
are significantly decreasing with increasing of the centrality. Since the reduction of the
J/ψ is in complete agreement with open charm reduction, there is neither suppression not
enhancement of J/ψ production and fraction of 〈cc̄〉 converted to J/ψ remains the same
for A+A and p+p collisions [22].

Therefore, on the example of higher energies it is clearly seen how important for
interpretation of the medium effect is to obtain data on both the charmonium and the
open charm meson yields.
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Figure 2.9: Comparison of the nuclear modification factor RAA for J/ψ and open charm
production at high (left pad) and low (right pad) transverse momenta based on data
obtained by ALICE and CMC for Pb+Pb collisions at

√
sNN = 2.76 TeV [22, 35, 36].

2.4 Future facilities for charm measurements

Fig. 2.10 shows present and future facilities and their regions of coverage in the phase
diagram of strongly interacting matter. However, not all of them are performing/planning
measurements of charm hadrons in nucleus-nucleus collisions:

• LHC and RHIC at high energies (
√
sNN & 200 GeV): measurements of charm par-

ticles will be performed in a significantly limited acceptance due to the collider
kinematics [39, 40, 41, 42]. At very high energy collisions the multiplicities of cc̄
pairs is high, which may lead to secondary formation of J/ψ mesons, preventing the
study of the in-medium effect of produced J/ψ mesons;

• RHIC Beam Energy Scan (BES) collider (
√
sNN = 7.7− 39 GeV): measurement are

not considered in the current program due to difficulties related to collider geometry
and kinematics as well as the low charm production cross-section [43, 44];

• RHIC BES fixed-target (
√
sNN = 3 − 7.7 GeV): not considered in the current pro-

gram [45];

• SPS (
√
sNN = 5.1− 17.2 GeV):

– The SPS Heavy Ion and Neutrino Experiment (NA61/SHINE): direct open
charm measurements are planned after LHC Long Shutdown 2 with upgraded
experimental facility, see more details in Chapter 9 [12];

– NA65/DsTau experiment: measurements of Ds mesons in p+A collisions are
planned to be performed in order to study τ neutrinos [46];

• NICA (
√
sNN < 11 GeV): open charm measurements during stage 2 (after 2023) are

considered [47];

• Japan Proton Accelerator Complex - High Intensity (J-PARC-HI) (
√
sNN . 6 GeV):

under consideration, might be possible after 2025 [48];
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• The Facility for Antiproton and Ion Research (FAIR) SIS-100 (
√
sNN . 5 GeV):

measurements of charm hadrons are not possible due to the very low cross-section
at SIS-100, systematic charm measurements are planned with SIS-300 (

√
sNN .

7 GeV), however no time estimation available [49].

Figure 2.10: Sketch of the phase
diagram of strongly interacting
matter with indicated regions
probed by present (red) and fu-
ture (green) heavy ion facilities
[50].

Recently performed by NA61/SHINE measurements of open charm (which are the
topic of this thesis) and planned after LHC Long Shutdown 2 will be the only available
measurements of open charm production in heavy ion collisions at high energies in the
near future. The corresponding potential measurements at very high (LHC, RHIC) and
lower (FAIR, J-PARC) energies could complement the NA61/SHINE results and establish
collision energy dependence of charm production. Potential measurements at NICA and
RHIC BES fixed target will allow to cross-check the NA61/SHINE data.

In summary:
Direct systematic measurements of open charm production have never been performed
before at the SPS energy range due to complications related to their low yield and short
life-time, however they are urgently needed for the interpretation of the existing results
on J/ψ. This will allow to obtain model-independent information on suppression or
enhancement due to the medium formed in the collision. Also such study gives a unique
opportunity to test the validity of theoretical models based on dynamical and statistical
model approaches for nucleus collisions at SPS energies, which provide very different
predictions for charm yields.
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Chapter 3

New Small Acceptance Vertex
Detector in the NA61/SHINE
experiment

3.1 The NA61/SHINE experiment

3.1.1 The physics programme

The SPS Heavy Ion and Neutrino Experiment (NA61/SHINE) [51, 52] was designed for
studies of the properties of the onset of deconfinement and search for the critical point of
strongly interacting matter. These goals are being pursued by performing a comprehensive
two-dimensional scan of the phase diagram of strongly interacting matter. This is done
by varying the system size by colliding the following systems: p+p, Be+Be, Ar+Sc,
Xe+La, and Pb+Pb and the beam momenta from 13A to 158A GeV/c (

√
sNN = 5.1 –

17.3 GeV/c) for ions and up to 400 GeV/c for protons. Collected data would allow to cover
the region, where the critical point is expected (according to one of lattice calculations
T = 162 ± 2 MeV and µB = 360 ± 40 MeV [53]).

Beyond the strong interactions programme, NA61/SHINE is also performing reference
measurements for long-baseline neutrino and cosmic-rays experiments. The goal of the
neutrino program is to collect data on particle spectra in p+C interactions, as the reference
for the T2K experiment [54]. The goal of cosmic rays program is to collect data on particle
spectra in p+C, p+p, π+K and K+C interactions as the reference for the cosmic-ray
experiments (Pierre-Auger and KASCADE) [54]. Recently, the program of NA61/SHINE
was extended by Fermilab neutrino program to collect high-precision data on hadron
production to improve beam modeling for future experiments at Fermilab [55].

3.1.2 Beam acceleration chain

The facility of NA61/SHINE is placed in the H2 beamline of the North Area of SPS in the
European Organization for Nuclear Research (CERN). The CERN accelerator complex
is shown in Fig. 3.1. Before beam reaches the North Area it passes through a series of
accelerators.

SPS obtains accelerated ions, such as lead and xenon, originating from the Linear
accelerator 3 (Linac3), which accelerates ions to momenta of 4.2A MeV/c. The Linac3
delivers the particles to the Low Energy Ion Ring (LEIR). After acceleration in LEIR the
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ions with momenta of 72A MeV/c are injected into the Proton Synchrotron (PS) where
they can reach momenta upto 25A GeV/c. As the next step, these ions are sent to the
SPS where they are accelerated further, to the final desirable momenta, and delivered to
the experiments located in the North Area.

In case of proton beams, their starting point is the Linear accelerator 2 (Linac2), which
delivers the particles accelerated to momenta of 50 MeV/c to the PS Booster. In the PS
Booster protons achieve momenta of 1.4 GeV/c. Later, after acceleration, they are sent
to PS, which can push the proton beam to the maximal momentum of 25 GeV/c, and
then to SPS.

Ion beams with momenta of 13A–25A GeV/c are injected to SPS. After acceleration is
SPS beams can reach momenta of 13A–158A GeV/c and then are delivered to the North
Area. Recently due to safety rules the maximal momenta of ion beams was restricted to
be 150A GeV/c. Proton beams having momenta before SPS of 13–25 GeV/c reach the
North Area with momenta of 13–450 GeV/c.

Figure 3.1: Schematic
layout of the CERN ac-
celerator complex with
its components relevant
the NA61/SHINE ion and
proton for beams opera-
tion shown with bold lines
(not to scale) [52].

3.1.3 The experimental facility

NA61/SHINE is a fixed target experiment, and fixed target experiments are suited more
then a typical collider experiment for detection of strange and multi strange particles, as
well as heavy flavours, like charmed particles. The layout of the experimental setup is
shown in Fig. 3.2.

The main components of the facility is large acceptance hadron spectrometer, which
was inherited from the NA49 experiment [56].

The setup includes the beam position detectors (BPD), Cherenkov counters and the
scintillator detectors located upstream the target, which provide information on timing,
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Figure 3.2: Layout of the NA61/SHINE experimental set-up used during Pb+Pb data
taking in 2016 (top view, not to scale) [52].

charge and position of beam particles. The experiment includes two Vertex Time Projec-
tion Chambers (VTPC-1 and VTPC-2), which are located inside magnets, Gap TPC and
two main TPCs (MTPC-L and MTPC-R). These TPCs provide acceptance in the full for-
ward hemisphere, down to pT = 0. The TPCs allow for tracking, momentum and charge
reconstruction as well as measurement of mean energy loss per unit path length. The Time
of Fight (ToF) walls which are used for additional particle identification measurements
are located behind the main TPCs. The Projectile Spectator Detector (PSD) measures
the energy of projectile spectators and delivers information on collision centrality.

The detailed description of the facility could be found in [52].

Beam detectors and triggers

To provide information about properties and position of the beam a set of scintillator and
Cherenkov detectors and small proportional chambers have been placed along the beam
upstream of the target. Also, counters are placed downstream of the target for triggering
events with an iteration.

The S1 and S2 scintillation counters provide precise timing reference for the triggering
system, signals coming from these counters are used in coincidence in the trigger logic. S1
delivers the starting signal to start data registration in all readout systems. The S1 and
S2 scintillators measure the energy deposited by passing through them beam ions, which
allows to determine type of beam particles.

The veto scintillation counter V1 has a hole in its centre, which allows to register and
reject in anti-coincidence logic beam halo particles.

The scintillation counter S3 is located downstream of the target on the beam line and
is used for selection inelastic iterations of the beam with the target. If the signal from
S3 is above some threshold (adjusted for given data taking) the event is recognised as
collision with elastic beam iteration

Cherenkov detectors are used for identification of the beam particles and monitor
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purity of the beam. They were not used during data taking periods discussed is this
thesis.

The position of the incoming beam particles in the transverse plane is measured by
a telescope of three BPDs placed upstream of the target. These detectors are propor-
tional gas chambers that are filled with Ar/CO2 gas mixture in the proportion 85/15.
Their active area is 48×48 mm2. Each detector consists of two orthogonal wire planes
sandwiched between three cathode planes made of aluminized Mylar foils. Passing beam
particles deposit charge in each BPD which results in a signal in the adjacent strips. The
calculation of the average of the strip positions weighted with the corresponding signal’s
amplitude allows reconstruction of the position of the beam in transverse plane. Combi-
nation of three-dimensional points of the beam position (calculated transverse coordinates
and position of a BPD along the beam) from each of BPDs allows for reconstruction of
the beam particle trajectory towards the target.

Time Projection Chambers

Time Projection Chambers are the main tracking detectors of the NA61/SHINE exper-
iment. They consist of large gas volumes which are ionised when charged particles are
crossing it. The produced electrons drift with a constant velocity in the electric field
towards the top plate of a TPC. The plates of TPCs are Multi-Wire Proportional Cham-
bers (MWPC), they are divided to segments called pads. MWPCs are build from gating
grid, cathode, anode and pad planes. Gating grid prevents positive ions to drift back to
the drift volume. During triggered event the gate is open and electrons came to cathode
plane, and afterwards the gate closes and prevents electrons from entering the amplifi-
cation region. The charge signal is amplified and collected. Using the information of
positions of the clusters in the pad plane and knowing the arrival time the trajectory of
the particle inside TPCs could be reconstructed.

Two of TPCs, called VTPC-1 and VTPC-2, are located inside super-conducting dipole
magnets. The magnetic field is parallel to the electric field, thus it doesn’t affect the drift
direction. For the beam momentum 150A GeV/c the field in VTPC-1 is 1.5 T and in
VTPC-2 is 1.1 T, the field is scaled down proportionally for lower beam momenta. Pres-
ence of the magnetic field allows measurements of the charge and momenta of the particles
produced in the interaction based on their track curvature. Also, in MTPC-L and MTPC-
R track reconstruction is easier due to the fact that tracks are more uniformly distributed
in their volume because of bending. Moreover, TPCs allow particle identification using
energy loss per path length (dE/dx) method.

TPCs are filled with Ar/CO2 gas mixture in the proportion 90/10 in VTPCs and 95/5
in MTPCs. Drift velocity is measured by the Detector Control System (DCS) in each
TPC separately. This measurement serve as an input to the drift velocity calibration
procedure (see Chapter 5 for more details).

NA61/SHINE is also quipped with smaller TPCs called Gap TPC and Forward TPCs
(FTPC): FTPC-1, FTPC-2 and FTPC-3. They are centred on the beam line and cover
a narrow cone around the beam direction allowing measurements of particles with very
small track angles. However, they are not used for heavy-ion system collisions due to the
high track density and the large deposited charge by the beam ions.
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Time-of-fight detector

The Time of Fight walls (ToF-L, ToF-R and ToF-F) installed behind the main TPCs
consist of a large set of rectangular scintillator detectors. ToF-F is used only for reactions
with low multiplicity of produced particles, thus it is not used for heavy-ion collisions.
ToF detectors are used for particle identification. They measure time of flight of the
particle with high precision (on the level of several tens of ps). The detector register the
arrival time of the particle with respect to trigger time. The particle mass m is obtained
knowing time of flight t, particle momentum p and measured track length l by formula:
m2 = (p/c)2((ct/l)2 − 1).

The information delivered by ToF detectors are not used in the analysis presented
in this thesis, however ToF measurements are used as reference for the performed drift
velocity calibration (see Chapter 5 for more details).

Projectile Spectator Detector

The most downstream detector in the NA61/SHINE facility is Projectile Spectator Detec-
tor. This is a zero-degree hadron calorimeter which measures the energy of the projectile
nucleons, which didn’t interact in the collision. A hadron interacting with the material
of the calorimeter creates a particle cascade followed by electomagnetic cascade, which
leaves all its energy inside. This deposited energy is probed by scintillators. The deposited
energy is proportional to number of projectile nucleons, thus it allows to determine the
centrality of the collision.

PSD consists of 16 small (10×10 cm2) and 28 large (20×20 cm2) modules, each 150 cm
long. Each module has sandwich structure of lead and scintillator layers perpendicular to
the beam.

3.2 The Small Acceptance Vertex Detector

For open charm measurements in nucleus-nucleus collisions, the NA61/SHINE experi-
mental setup was upgraded with the Small Acceptance Vertex Detector (SAVD) - a first
version of the future detector introduced to test the possibility of the open charm mea-
surement in the fixed target experiment.

3.2.1 The concept

As was already mentioned, open charm mesons are difficult to measure because of their
low yields and short life times. These mesons could be measured in their decays channels
into pions and kaons, however, in heavy ion collisions πs and Ks are produced in large
numbers by other sources giving huge background. To distinguish the daughter particles
of D0 mesons from hadrons produced in primary nucleus-nucleus interaction, one aims
to select only hadron pairs generated in a secondary decay vertex. To reconstruct the
vertex the trajectories are extrapolated to the target region and intersection points are
identified. The primary vertex will typically appear as intersection point of multiple tracks
while the tracks of daughter particles originating from selected decays will intersect at
the well-defined displaced point (secondary vertex) (see Fig 3.3).
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Figure 3.3: Visualization of D0s reconstruction strategy via their decay into charged pion
and kaon (D0 → π+ +K−). The role of Vertex Detector providing precise tracking close
to the target is emphasized in the insert (top-left).

3.2.2 The detector setup

The SAVD was designed to improve spacial resolution of particle tracks and vertices. The
detector concept was developed in simulations [57, 58, 59].The goal was to keep number
of sensors low while acceptance of the system would cover most of produced open charm
mesons.

The SAVD is positioned between the target and VTPC-1 (see Fig. 3.4). In Fig. 3.4 the
photograph of the detector is presented. It consists of two spectrometer arms (called Jura
and Saleve according to the standard NA61/SHINE convention: the Jura arm is located
on the Jura Mountains side of the experiment (left relative to beam direction) whereas
the Saleve arm is located on the Saleve Mountains side (right to the beam)). Each arm
is composed of four planes (stations) located at 5, 10, 15 and 20 cm distance downstream
of the target. Each arm hosts in total eight coordinate-sensitive pixel detectors (sensors)
for all station.

High position resolution silicon pixel MIMOSA-26AHR Monolitic Active Pixel Sensors
(MAPS) on the CMOS (Complementary Metal-Oxide-Semiconductor) technology [60]
were chosen as the basic detection element of the SAVD stations. The sensors have very
low material budget (50 µm thickness), which significantly decrease multiple scattering
effect on the detection planes. The 1.06 × 2.13 cm2 sensitive area of a single MIMOSA-26
sensor is covered by 1156 columns made of 576 pixels (which gives 663.5k pixels/chip).
The pixel pitch is 18.4 µm in each direction, which leads to high spatial resolution on
5 µm [61].

The MIMOSA-26AHR sensors are mounted on extra-light weight vertically oriented
carbon fibre support “ladders”, developed for the upgrade of ALICE ITS [62]. The ladders
are held by dedicated C-shape support frames as shows in Fig. 3.4. The ladders have
integrated pipes for water cooling and are mounted in C-frames made from aluminum.
The four C-frames of each arm share a movable support plate, which allows to put the
sensors into a save position during beam tuning. The first and second stations consist of
one ladder each holding one sensor, the third stations consist of one ladders holding two
sensors and the last station consist of two ladders holding two sensors each. The layout
of the sensors is illustrated in Fig. 3.5.

A target (made of lead or lanthanum) was placed in front of the arms on an additional,
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Figure 3.4: Photograph of the SAVD before closing the detector with the front and exit
windows. The detector elements are indicated.

movable support.

Further, the whole structure is installed on a thick aluminium base plate, which pro-
vides mechanical stability. After installation of front and back windows made of thin
Mylar foils, the SAVD arms and the target are kept in a helium enclosure (aquarium).
The helium gas (held at atmospheric pressure) helps to minimise beam-gas interactions
and the multiple Coulomb scattering of the produced particles.

The device is located close to the edge of the VTPC-1 magnet, thus the magnetic field
in the SAVD volume is small and inhomogeneous (0.13 - 0.25 T).

The estimated average material budget of the detector in its active area amounts
∼ 0.3% X0.

All columns of the sensor are read out in parallel in the rolling shutter mode. The
readout time is equivalent to the time resolution and is 115.2 µs, which is sufficient for
data taking at the collision rate <1 kHz (the NA61/SHINE collision rate is on the level
of 80 Hz).

The local DAQ of SAVD is depicted in Fig. 3.6. It relies on hardware and software
modules, which were initially developed as the prototype of the CBM Micro Vertex De-
tector [63] and adopted to the needs of SAVD.

The sensors are connected to front-end boards (FEBs), which are located outside of
the SAVD acceptance on the C-frames. The role of FEBs is to stabilise bias voltage
provided to sensors but they also interface slow and fast control between the sensors and
the converted boars (CB), which are located outside of the SAVD box. The converter
boards host remote controlled voltage regulators. Moreover, the boards host a latch-up
protection system. This system scans the bias currents of the sensors individually for
possible over-currents as caused by latch-up. In case a short circuits is detected, a rapid
power cycle on a given sensor is enforced.

The sensors are steered and readout by two TRBv3 FPGA boards [64]. The TDC-
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Figure 3.5: The layout of the SAVD sensors. Naming convention of the sensors is indi-
cated.

firmware of this board was replaced by a dedicated code for steering MIMOSA-26 sensors.
Hereafter, each board served the sensors of one detector arm. During the 2016 test run, the
two boards were operated with internal clock. In consequence, the data was synchronized
based on the global trigger of NA61/SHINE, only. During data takings in 2017 and 2018,
the boards were operating on a common clock and the sensors remained synchronized also
in hardware.

The sensors and the TRBv3 boards operate continuously and stream out their data
with the UDP protocol through gigabit-Ethernet interface to a DAQ-PC. To synchronize
the data with the trigger of NA61/SHINE, the TRBv3 boards receive the trigger signal via
the converter board. Information on the arrival time of the trigger is added in real time to
the data stream but for the sake of simplicity, the data selection is performed in software
on the DAQ-PC. Five sensor frames per trigger were forwarded to the central DAQ after
the selection was performed, all other data was rejected. The DAQ-PC also performs basic
checks on data integrity. In the case of inconsistencies suggesting sensor mulfunctioning,
a sensor reset is scheduled and the necessary reprogramming of the sensors via the JTAG
interface is performed during the next spill break.

The data acquisition push data mode is protected by a busy logic, which prevents
mixing events with different trigger numbers. If any of the detector busy logic lines is
asserted, the whole system needs to wait. If this waiting time surpasses delay limit, data
acquisition is stopped and all subsystems run through restart procedure.

VD
local DAQ

Sensor
0,1

Front End
Board

Converter
Board

NIM to
LVTTL

converter

Main trigger accepted Tr
ig

g
e
r

C
n
t.

R
e
se

t

Experiment
central DAQ

Slow control

Counter Reset
Experiment

central
busy logic

Be
am

PowerSupply

Piezo motor driver

Thermoregulator

Other
detectors

Other detectors

Busy

Common
clock

distrib. unit

Jura arm (positive X)

Saleve arm (negative X)

Jura arm
(positive X)

Saleve arm
(negative X)

VD
local

busy logic

CERN
network

Data
archival

Ethernet

Ethernet

Trigger signal

Figure 3.6: Schematic diagram of SAVD readout in NA61/SHINE experiment.

The sensors are connected to the FEBs through 20 cm long Flex Print Cables (FPCs).
This made it possible to place the FEBs outside the VTPC acceptance to reduce the
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material budget seen by them. Since MIMOSA-26AHR do not have internal filters, this
made them more susceptible to pick-up noise injected by the long cables. However, adding
external capacitors on filters reduced the problem.

The sensor is performing an internal signal discrimination, zero suppression and a first
stage of data compression. Four threshold values set for each chip may be set, they are
shared by the pixels of 289 columns (each sensor has four segments). For the optimal
trade-off between registration efficiency of the sensors and noise rejection the thresholds
should be tuned accurately. Increasing the thresholds will suppress the noise, however
it results in lost of signals hits and degraded the reconstruction efficiency. On the other
hand, decreasing the threshold will increase the probability of false tracks. During data
takings (except first pilot data taking) sensor efficiencies were kept well above 90%, while
keeping noise on the acceptable level of <10−4 hits per pixel per frame.
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Chapter 4

Data reconstruction

The NA61/SHINE experiment has its own software framework called SHINE Offline
Framework. The data processing, namely reconstruction, simulation, calibration, analy-
sis, etc. is performed within this software. When SAVD was introduced to the experiment
all SAVD-related software was being integrated to SHINE Offline Framework.

For the plots presented in this Chapter, no event selection was applied.

4.1 Data reconstruction in TPC detectors

During the event reconstruction process the digitised signals from all NA61/SHINE detec-
tors are translated to particle trajectories and other characteristics. Data reconstruction
in TPCs consists of the several steps described below.

As the first step the reconstruction of TPCs clusters is performed. The algorithm is
looking at the obtained signals on TPC pads in all time-slices of the event and searching
for signals located on the adjacent pads that are in the correlated time-slices. These
associated together signals are merged and called a cluster. The 3D position of the
cluster is calculated using the centre-of-gravity method taking into account the deposited
charge in a given pad in a given time-slice.

After all clusters in TPCs are found, neighbouring clusters are connected into so-called
local tracks in each of TPCs separately. In MTPC-L and MTPC-R, which are located
outside the magnets, the found tracks are fitted with strait lines, while in VTPC-1 and
VTPC-2 tracks are fitted using the Kalman Filter algorithm since they are curved in the
magnetic field.

Further, the matching of the local tracks is performed and merged track called global
track is refitted taking into account clusters from all local tracks. This procedure allows
to determine parameters of the tracks such as momentum, electric charge sign and energy
loss.

The last stage of event reconstruction concerns reconstruction of the primary vertex.
The z position is fitted using extrapolated to the target region TPC tracks; the x and
y positions of the primary vertex are calculated by extrapolating the beam trajectory
measured by BPDs to the interaction plane. In high track multiplicity events, the vertex
resolution is on the level 150 µm in the bending plane and on the level of 2 mm along
the beam direction [65]. After finding the primary vertex the global tracks are assumed
to be primary tracks, and are refitted after adding to the set of clusters an extra point
representing the position of the primary vertex. The resulted tracks are called vertex
tracks.
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Also, the reconstruction algorithm can search for secondary vertices: for each pair of
tracks the algorithm attempts to reconstruct a secondary vertex, and if the secondary
vertex is enough distant from the primary vertex the tracks are assigned to it; this pro-
cedure works mostly for particles with mean life time on the level of several centimetres
as Λ and K0

s .

The spatial resolution of clusters defined as an average distance between te points and
reconstructed trajectory is on the level of several hundred µm. The momentum resolution
is σ/p2 ∼ 10−4 (GeV/c)−1. [65].

4.2 Data reconstruction in SAVD

4.2.1 Cluster reconstruction

The first step of data reconstruction is cluster recognition. A particle passing through
a sensor may fire more than one neighbouring pixel in a given sensor. These pixels
should thus not be considered independent particle hits, but rather together constituting
a particle hit. Such a composite particle hit is called a “cluster”. A computer algorithm,
the so-called “clusteriser”, is used to identify such clusters. It takes each pixel as a starting
point, and searches neighbouring pixels for hits in both dimensions. The search is repeated
recursively for neighbouring fired pixels until no more neighbouring fired pixels can be
found. The set of fired pixels is used to calculate the centre-of-gravity, which is taken as
the centre of the resulting clutter.

All sensors columns are read out simultaneously row by row, in the continues cycle
which is not synchronized with collision triggers. The data set read during the single
readout cycle is called a frame. Every frame contains so-called timer – the information
about time that passed between the start of the trigger and the instance at which a
readout process of the given frame was initialised.

For each triggered collision, a total of five complete frames (numbered from 0 to 4)
are read out and stored as raw data to assure all potentially valuable data is preserved.
The timer distribution for the first frame which is spanned in the interval from 0 to
the integration time of the sensor (tint = 115.2 µs) is shown as the black histogram in
Fig. 4.1 (frame 0), further frames (1, 2, 3, 4) are shown as coloured histograms. Timer
of the nth frame is equal the timer of the 0th frame + n × tint, which is reflected in the
distribution. Since the trigger arrival time is independent from the readout time of sensor,
the distribution of the timer is uniform.

The dependence of average pixel multiplicity on timer is plotted on the same Fig. 4.1
with the thick blue line. It is seen, that the average pixel multiplicity significantly increases
in the second and third frames, while in others frames only noisy pixels, observed as a
continues pedestal, are presented. As an input to the off-line reconstruction (clusteriser),
merged data from the 1st and 2nd are used. As mentioned, the sensor is continuously
read out row-by-row (columns are read in parallel). Through calibration, it is possible
to determine a fixed time offset between the actual arrival of particles generated in the
collision, and the receipt of the trigger by the sensor read-out electronics. Thus, the first
row (ro) to be read out after the passing of the particles can be deduced from the timer
value:

ro = (1− timer

tint
) ∗Nrows, (4.1)
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where Nrows corresponds to total number of rows in the sensor, i.e 575. This can be
any row with equal probability. Hence, the frame to be considered by the clusteriser is
composed of the fraction of frame 1 (all rows following ro) and a complementary fraction
of frame 2 (all rows before ro).

Figure 4.1: The example of
average pixel multiplicity ver-
sus time (thick blue histogram).
With other colours five consecu-
tive frames that were read dur-
ing event are shown.

4.2.2 Track and vertex reconstruction

Tracks in SAVD are slightly curved because of presence of the magnetic field. However,
since this curvature is sufficiently weak it is possible to use a straight line to identify
clusters in different SAVD stations belonging to the same track. Consequently, a straight
line was chosen as the track model:

x(z) = Az + x0

y(z) = Bz + y0.

Using this parametrization a combinatorial track identification procedure based on check-
ing the combinations of all hits from different stations was introduced. If the hits detected
on different SAVD stations lie on a straight line according to a χ2 criterion, the combina-
tion is accepted as a reconstructed track.

Track reconstruction procedure was firstly implemented for field-off data set. From
the distributions of the residuals of hits from the reconstructed and fitted with a straight
line tracks, the spatial sensor resolution was determined to be on the level of 5µm as was
expected (Fig. 4.2).

It turned out, that the same straight line combinatorial method could also be applied
for reconstruction of the tracks for physics data sets with the magnetic field turned on.
However, with applied straight line track model for the curved tracks, the hits on the third
and forth station of SAVD visibly deviate from the fitted straight line. The result of this
is a double-peak structure in the distribution of cluster residuals for the x direction rather
than a single Gaussian distribution. This effect is caused by the vertical By component
of the magnetic field in SAVD volume. Therefore, on the next steps of the reconstruction
the positions of hits are fitted using a second order polynomial function for x and linear
function for y:

x(z) = A2x
2 + A1z + x0

y(z) = Bz + y0.
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Figure 4.2: Distribution of the x (left pad) and y (right pad) residuals of hits from the
straight line fitted to track clusters. Blue lines represent a Gaussian fit to the distributions,
the sigma values are indicated on plots. The plots are done for at Xe+La at 150A GeV/c
data taken with the magnetic field turned off.

The angular distribution of the reconstructed tracks in the x − z plane is shown in
Fig. 4.3. The distribution for each arm has a clear three-peak structure for each arm.
Firstly, the narrow inner-most peak (small angles, coloured in green in Fig. 4.3) was
associated with particles produced far upstream and travelling parallel to the beam for a
long distance. Next, the middle peak (coloured in red) corresponds to particles produced
upstream of the target. Finally, the outer peak (coloured in blue) is generated by particles
produced in the target – only these tracks are used for further analysis. The distribution
was done for Pb+Pb at 150A GeV/c test data set, for Xe+La and Pb+Pb physics data
taking the position of SAVD arms was optimised to capture mostly tracks produced on
the target.

Figure 4.3: Angular dis-
tribution of reconstructed
tracks in the x, z plane (x-
slope) for Jura (positive val-
ues) and Saleve (negative
values) arms. Plot was done
for Pb+Pb at 150A GeV/c
test data set.

Fig. 4.3) shows correlation between tracks originating from target that are recon-
structed in Jura and in Saleve arms. The plot is done for reconstruction performed in the
arm independently, thus the areas for zero multiplicity in Jura or Saleve arms are present.
This effect can be suppressed by combining information delivered by both arm as would
be discussed below.
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Figure 4.4: Correlation of tracks originat-
ing from target reconstructed in Jura and
in Saleve arms. Plot was done for Xe+La
at 150A GeV/c data set.

The primary vertex is defined as the point of the closest convergence of all recon-
structed tracks. Thus, the longitudinal coordinate of the primary vertex is found by
minimising the expression:

D(z) =
∑
i<j

{(Aiz + x0
i − Ajz − x0

j)
2 + (Biz + y0

i −Bjz − y0
j )

2},

which describes the sum of the relative distances of all track pairs reconstructed in a
single event at the given transverse plane defined by the longitudinal coordinate z. The
xprim and yprim coordinates are afterwards calculated as the average of x and y positions
of tracks at z = zprim.

Primary vertex reconstruction was done separately for two samples of tracks with x-
slope in the interval 0.02 to 0.04 radian (part of distribution in Fig. 4.3 coloured in red) and
with x-slope > 0.04 radian (coloured in blue). The longitudinal distribution of the primary
vertex for these samples of tracks (Fig. 4.5) shows that indeed the tracks associated with
the most outer peak in Fig. 4.3 originate from the target which is located about 5 cm
upstream of the fist SAVD station. The primary vertices associated with tracks from the
middle peak in Fig. 4.3 are relatively smoothly distributed upstream of the target in the
range from -1200 mm (exit from the beam line) to -50 mm (near the target). At -190 mm
the distribution has a sharp peak which is related to interactions in the aluminised Mylar
front window of the SAVD cover box. One can also sof 5 ee that between the window
and the target the frequency of interaction drops by the factor due to drop of interactions
in helium gas kept in the SAVD cover box enclosure. The components of the primary
vertex longitudinal distribution associated with the interactions in the target and with
the interactions upstream the target can be well separated as the corresponding tracks
can be distinguished by their x-slope.

Similar distribution of the primary vertex position could be obtained from the TPC
reconstruction procedure. In Fig. 4.2.2 the distributions for reconstructed z position of
the primary vertex is shown for target IN and OUT data for Xe+La at 150A GeV/c. It is
seen that sometimes the interaction is happening not in the target volume but on detector
materials. Vertex distribution using TPC tracks has broader interval then using SAVD
tracks due to different acceptance. From these plots it is seen that:
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Figure 4.5: Left pad: Distribution of the longitudinal coordinate zprim of primary vertices
for two sub-samples of tracks (see text). Right pad: Distribution of zprim for tracks
produced in the target. Plot was done for Pb+Pb at 150A GeV/c test data set.

• The distributions for target IN and OUT have similar shape except for target re-
gion (-602.5 cm) with for target OUT data was absent (but target holder was still
present). This explains absence of the large peak in target OUT data at the target
position;

• The distributions start at ∼-680 cm with the peak corresponding to the beam pipe
window;

• The next peak at ∼-665 cm is associated with the interactions on BPD-3 materials;

• The distributions relatively smoothly continue from the exit from the beam line
to the ∼-610 cm. At this position the distributions have a sharp peak which is
corresponds to interactions in the aluminised Mylar front window of the SAVD
cover box;

• Further the distributions drop (it is more clear visible on the distribution for the
target OUT since the large peak corresponding to the target iterations is not inter-
fering with the background interactions) due to the He filled SAVD box instead of
air;

• On the distribution for the target IN data there are two small peaks on both sides
of the target (±2 cm) iteration peak which corresponds to enclosure box in which
La target was held;

• At ∼-575 cm a peak corresponding to the iterations on the Mylar exit window of
the SAVD cover box is located, it has similar size as the front window interactions
peak;

• The relatively large peak at ∼-570 cm is associated with the interactions on the S3
scintillator installed downstream to SAVD.

The location of the detector elements seen on the primary vertex distribution is confirmed
by the survey measurements.
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Figure 4.6: Distributions
of the reconstructed
primary vertex using
TPC information for
Xe+La at 150A GeV/c
data. The distributions
are plotted for measure-
ments with target OUT
(top pad) and target
IN (middle pad) and
zoomed in the region
around target for the
target IN case (bottom
pad).
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Figure 4.7: Left: Distribution of zprim reconstructed using TPC tracks. Right: Distribu-
tion of zprim for SAVD tracks produced in the La target. Plots are plotted in the same
zprim scale and were done for Xe+La at 150A GeV/c data set.

The distribution of zprim from the interactions in the target for Pb+Pb test run is
shown on the right panel of Fig. 4.5. The near rectangular shape of the distribution
allows to reconstruct the thickness of the target (= 1 mm) and its location with respect
to SAVD.

For Xe+La run the distribution of zprim from the interactions in the target is presented
in the right panel of Fig. 4.7. Segmented target was used for this data taking (three 1
mm thick La blocks squeezed together). The structure of the target can be well seen in
the zprim distribution plot.

Applying the same vertex reconstruction algorithm for TPC tracks allows for better
vertex resolution then using BPD information. However, sue to much higher cluster
position uncertainty and larger distance to the interaction point the TPC vertex has
much worse resolution then SAVD. For the comparison the zprim distribution from the
reconstructed TPC tracks is shown in the left panel of Fig. 4.7. The target profile is not
visible due to poor primary vertex resolution of TPCs.

To determine the spatial resolution of the primary vertex reconstruction, in the simu-
lation study the position of the reconstructed vertex should be compared to the simulated
position (see Chapter 8). However it is possible to estimate it based only on the real data.
For this purpose the SAVD tracks from the same event were split into two non-overlapping
sub-samples, namely every second track from Jura and Saleve arms was assigned to sub-
sample 1, whereas the remaining tracks were assigned to sub-samples 2. In this way one
obtains two equivalent track samples and the primary vertex spatial resolutions obtained
with sub-sample 1 and sub-sample 2 are expected to be identical since the opening angle
interval for both samples is the same. The distributions of differences between x, y and
z coordinates of the primary vertices reconstructed using tracks from sub-sample 1 and
sub-sample 2 are shown in upper pads of Fig. 4.2.2 for Xe+La at 150A GeV/c data, in
bottom pads of Fig. 4.2.2 - for Pb+Pb at 150A GeV/c data. In the simulation study it
was observed that the widths of the peaks show weak dependency for whole set of tracks
and for sub-sample. Thus, the observed widths of the peaks can be converted to the
spatial resolution of the primary vertex σx ≈ 3.9 µm, σy ≈ 1.8 µm and σz ≈ 29.9 µm for
Xe+La at 150A GeV/c test data set. For Pb+Pb data it was found to be σx ≈ 3.0 µm, σy
≈ 1.4 µm and σz ≈ 23.4 µm. The difference between σx and σy is caused by the presence
of a vertical component of the magnetic field in the SAVD volume. The resolution for

44



Figure 4.8:
Distributions of
differences between x,
y and z coordinates
of the primary ver-
texes reconstructed
using tracks from
sub-sample 1 and
sub-sample 2 (see text
for details) for Xe+La
at 150A GeV/c data
(upper pads) and
for Pb+Pb at 150A
GeV/c data(bottom
pads). Lines corre-
spond to Gaussian fits
to the distributions,
the sigma value is
shown.

Pb+Pb data is slightly better due to higher track multiplicities.

After the primary vertex is found, in the next step, the algorithm searches for 4-hit
and 3-hit tracks using the Hough transform method [66]. It is global method of track
reconstruction where each cluster is processed only once. Thus, the time consumption
of this method in proportion to number of all detected hits and is much faster, than the
combinatorial method, which is accessing clusters in the nested loops over clusters detected
in selected stations. However, the HT method requires the information about the origin
point thus, it is implemented as a second step of the SAVD track reconstruction chain.
The HT procedure is based on representing track as a set of two slope parameters (ax, ay),
which can be used to describe straight track lines according to following parametrization:

x(z) = axz

y(z) = ayz,

where x, y, z are cluster coordinates with respect to the primary vertex position. Then,
for each hit its position in coordinate space (x, y, z) are transformed to so-called Hough
space of parameters (ax, ay). Further, hits that were left by the same particle would have
same track parameters and would appear as peaks in the Hough space presented as 2-
dimensional histogram. The algorithm is searching for such local peaks which correspond
to tracks. However due to multiple scattering and curvature of tracks, hits that belong
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Figure 4.9: Track multiplicities for Xe+La (left pad) and Pb+Pb (right pad) at 150A
GeV/c data. Track multiplicity in Jura arm is shown as magenta line, in Saleve – as
green line, in both arms – as blue line.

to the same track might appear in different bins of the Hough space histogram. Thus the
algorithm is performing the clusterization procedure: combining neighbouring bins into
one cluster.

In Fig. 4.9 multiplicities of the reconstructed SAVD tracks are shown for Xe+La and
Pb+Pb at 150A GeV/c data. As one can see Pb+Pb as heavier system has higher track
multiplicity then Xe+La. Note that no event selection was done on the event of SAVD
reconstruction, thus the low track multiplicity region is present on the plots.

Presence of the magnetic field in the SAVD volume allows momentum reconstruction
of the SAVD tracks. The following formula was used to calculate track momentum:

pxz =
Ze
∫
Bydl

sinα1 − sinα2

,

where α1, α2 are angles of the track in the first and last stations respectively. Momentum
reconstruction is imprecise due to the fact that the magnetic field is weak (

∫
Bydl =

0.04 T·m) and obtained value is not used for final analysis. Nevertheless, the reconstructed
momentum values are useful for verifying track matching between SAVD-tracks and TPC-
tracks.

4.2.3 Track matching

The track multiplicity correlation between tracks reconstructed in SAVD and the TPCs
is shown in Fig. 4.10. As one can see the multiplicities of SAVD and TPC tracks are well
correlated, which proves, that the tracking procedures described above is correct.

Because of the weak magnetic field in SAVD volume the track momenta determined
with SAVD alone are not accurate enough to allow precise extrapolation of SAVD tracks
through the magnetic field into the TPC volumes. Also, due to low spacial resolution
of the TPC tracks their extrapolation to SAVD volume does not allow for clear one to
one association of tracks. To avoid this, the track matching algorithm tries all possible
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Figure 4.10: VD track multiplic-
ity versus TPC track multiplicity.
Plot was done for Xe+La at 150A
GeV/c data set.

Figure 4.11: The distri-
bution of the difference
between SAVD–VTPC
track pair slopes in
the y coordinate. Blue
histogram is plotted
for all combinations of
tracks, red histogram
corresponds to best
match of tracks.

combinations of pairs of SAVD with TPC tracks and searches for the best match among
all combinations based on the difference in the position and direction of the tracks.

The matching procedure consists of three steps:

• Since tracks are not affected by the magnetic field in the y direction all SAVD tracks
are combined with VTPC tracks and for each SAVD–VTPC track pair the difference
of the tracks slopes in the y coordinate, ∆ay, is calculated. The distribution of ∆ay
shows a sharp peak on a large combinatorial background as shown in Fig. 4.11 (red
histogram). A ± 5σ cut around this peak is applied for the pre-selection of SAVD
and TPC track pairs that potentially match.

• For a given track pair the TPC momentum is assigned to the SAVD track. This
allows to extrapolate the SAVD track to the VTPC front surface where tracks are
matched in x, y (z is matched by construction as it defines the matching plane)
coordinates and the difference of the track positions ∆x and ∆y are calculated.
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Figure 4.12: Left pad : Difference in y coordinate of SAVD and TPC tracks (∆y) versus
y at the matching plane for Jura - Jura track combination. The histogram is fitted
with Gaussian in each y slice and the mean values are marked as red dots. The values
were fitted with third order polynomial line (red line on plots). The blue lines are ±
3σ around the mean values. The parameters of the fit are indicated on the plots. Right
pad: example of the projection of distribution of ∆y versus y onto the ∆y coordinate for
−1.5mm < y < 3.2 mm (single slice, shown as interval between dotted lines on right pad).
See text for details.

Left panel in Fig. 4.12 shows the distribution of ∆y versus y position of tracks from
Jura arm of SAVD matched to Jura side tracks of VTPC-1. Because the average
value of ∆y depends on y, narrow ranges of y of the distribution are projected onto
∆y. The projected distributions (slices) are then fitted with a sum of a second
order polynomial which describes the background related to false matchings and a
Gaussian that accounts for the true matchings. An example of a single slice is shown
in right panel of Fig. 4.12. The dependence of the fitted mean (〈∆y〉) and variance
(σ∆y) on y are then fitted with a third order polynomial function. The results of
these fits are shown as red (〈∆y〉 (y)) and blue lines (± σ∆y(y)) in left panel of
Fig. 4.12. A similar procedure was used for ∆x versus z matching. Both, ∆y versus
y and ∆x versus z distributions were constructed for Jura - Jura, Jura - Saleve,
Saleve - Saleve and Saleve - Jura track combinations, separately for VTPC-1 and
VPTC-2.

• The values of 〈∆y〉, σ∆y and 〈∆x〉, σ∆x obtained from the fits are used to apply
elliptic cuts to select the right matchings.

Fig. 4.13 shows the distribution of the difference of SAVD and TPC momentum com-
ponents ∆px and ∆pz calculated at the matching plane for SAVD and TPC track com-
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Figure 4.13: Difference of momentum components ∆px (left pad) and ∆pz (right pad)
calculated at the matching plane for SAVD - TPC track combinations that passed the
cut on ∆ay (blue) and after additional elliptical 4σ cuts on ∆x and ∆y (red).

Figure 4.14: Matched SAVD track
multiplicity versus SAVD track
multiplicity. Plot was done for
Xe+La at 150A GeV/c data set.

binations that passed the cut on ∆ay (blue) and with the elliptical 4σ cuts on ∆x and
∆y (red). After applying the ∆x and ∆y cuts the distributions are practically free of
background.

As it is shown in Fig. 4.14, about 73% of SAVD tracks are matched to TPC tracks.
This result corresponds to Geant4 simulations described in Chapter 8. The remaining
tracks either miss the VTPC acceptance, or decay before reaching the VTPC.

Finally, the global track which has hits in both SAVD and TPCs is refitted using a
Kalman Filter and used for further analysis.

4.2.4 Sensor efficiencies

As was mentioned earlier, the sensor thresholds were tuned for the optimal trade-off
between registration efficiency and noise rejection. Sensor efficiencies are determined
in the following procedure. For each 3-hit track the position where it is crossing the
station, which was not used in construction of the given track is calculated (black points
in Fig. 4.15). In case there is a cluster on the station at the crossing point (red points
in Fig. 4.15) the 4-hit track can be constructed (3 hits plus the cluster on this station
matched to the 3-hit track) and the sensor is considered as being “efficient“. Thus the
sensor efficiency is calculated as ratio between number of cases when matching cluster
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Figure 4.15: Red Points: the po-
sitions where 3-hit tracks cross-
ing station which was not used
in construction of the given track
and which have the cluster near it.
Black points: the positions where
3-hit tracks crossing station which
was not used in construction of
the given track. See text for de-
tails. Plot was done for Xe+La at
150A GeV/c data set.

Saleve sensor efficiency Jura sensor efficiency

Vds1 0 0.905 Vds1 0 0.954
Vds2 0 0.950 Vds2 0 0.967
Vds3 0 0.909 Vds3 0 0.949
Vds3 1 0.863 Vds3 1 0.912
Vds4 0 0.970 Vds4 0 0.920
Vds4 1 0.974 Vds4 1 0.957
Vds4 2 0.949 Vds4 2 0.963
Vds4 3 0.925 Vds4 3 0.958

Table 4.1: Sensor efficiencies during the Xe+La at 150A GeV/c data taking. Sensor
naming convention is indicated in Fig. 3.5.

Saleve sensor efficiency Jura sensor efficiency

Vds1 0 0.885 Vds1 0 0.996
Vds2 0 0.993 Vds2 0 0.996
Vds3 0 0.903 Vds3 0 0.965
Vds3 1 0.827 Vds3 1 0.900
Vds4 0 0.987 Vds4 0 0.919
Vds4 1 0.985 Vds4 1 0.943
Vds4 2 0.981 Vds4 2 0.974
Vds4 3 0.927 Vds4 3 0.960

Table 4.2: Sensor efficiencies during the Pb+Pb at 150A GeV/c data taking. Sensor
naming convention is indicated in Fig. 3.5.

exists (red points) versus all cases (black points).

As one can see from Table 4.2.4 and Table 4.2.4, during data takings (except first pilot
data taking) sensor efficiencies were kept well above 85%.
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Figure 4.16: Left pads: the distribution of the difference between extrapolated positions
of Λ daughter tracks ∆x (upper pad) and ∆y (bottom pad) versus the distance from the
secondary vertex to the first hit of the tracks. Each flight distance slice the distribution
is fitted with Gaussian (right pads) and red line indicated mean values of the fit and
blue line ±3σ around the mean value. Right pads: the distributions in the selected slice
(which corresponds to largest flight distance) for x and y, the distributions are fitted with
Gaussian (red line) and the parameters are indicated on plots.

4.2.5 Secondary vertex resolution

Secondary vertex (xv, yv, zv) is determined as the point at the closest proximity of daugh-
ter tracks. To determine the resolution of the secondary vertex the Λ decays to π + p
channel are considered (details of the Λ reconstruction are described in Chapter 7). The
daughter tracks are extrapolated to the plane defined by zv and the respective transverse
coordinates, (x1, y1) and (x2, y2), are calculated. The sigmas of the difference between sec-
ondary vertex and extrapolated positions of daughter tracks f1 = x1−xv and f2 = x2−xv
(and same for y coordinates) reflect the the single track resolution. The difference be-
tween extrapolated positions of daughter tracks f = f1−f2 for x component ∆x = x1−x2
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and y component ∆y = y1 − y2 are shown in Fig. 4.16 (left pads). It was found, that
the width of the distributions depends on the average flight distance of the daughters
from the secondary vertex to their first hits on Vds1 0 or Vds2 0 sensor (right pads in
Fig. 4.16). Thus, to estimate secondary vertex resolution for D mesons, which decay close
to the target, the region of the largest flight distance of the daughter tracks was selected.
Since σ(f) =

√
2σ(f1,2), one obtains secondary vertex resolution on the level of 16 µm

and 8 µm in x and y, respectively.
Since for primary vertex resolution it was obtained that: σ(z) ≈ 8σ(x) and σ(z) ≈

16σ(y) (see Fig.4.2.2), one can estimate z secondary vertex resolution assuming the same
ratio: σ(zv) ≈ 8σ(xv) and σ(zv) ≈ 16σ(yv). Thus, secondary vertex resolution in z
coordinate is on the level of 100 µm. Note, that it is rough estimation obtained from the
data and more precise study (based on simulations) is described in Chapter 8.
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Chapter 5

Data Calibration

In order to improve accuracy of the obtained results a calibration procedure was per-
formed. Some of calibration coefficients are connected to detector setting and are con-
stant throughout data taking period such as relative geometrical positions of the detec-
tors. However other coefficients are slowly changing in time, example of such coefficient
is electron drift velocity in TPCs.

Data crucial for the study presented in this thesis, was obtained using SAVD and
TPCs, therefore the calibrations of these two detectors were performed.

The plots in this chapter are shown for Xe+La at 150A GeV/c data however, the
procedure and the final distributions both, for Pb+Pb and Xe+La at 150A GeV/c are
very similar.

5.1 TPC calibration

The software for TPC calibration was developed by the NA61/SHINE Collaboration and
is described in details in [67]. The calibration procedure is used to find time offset of the
drift time sampled with respect to the time reference of the event, to find the geometrical
alignment of TPCs, as well as a drift velocity which is time-dependent. Calibration is
realised sequentially for each of these parameters.

In particular, the important stage of the calibration is dedicated to determination of
electron drift velocity in each of the TPCs. The drift velocities are measured by dedicated
drift velocity monitors it the gas outlet of each of the TPCs. It is ensured to keep the
similar conditions of electric field, gas temperature and pressure inside the monitors as it
is encountered in the volume of TPCs.

For the accurate global track reconstruction the precision of the drift velocity determi-
nation should be of the order of 1 h, however, the DCS measurements give less accurate
values. For this reason the drift velocities are determined using experimental data.

The procedure starts with the reconstruction of global tracks in TPCs using DCS drift
velocity as an input. Then, the reconstructed tracks are dissected into local tracks and are
refitted using only clusters in a given chamber. The MTPC-L local tracks are extrapolated
to the ToF-L volume, and matched with ToF-L hits. The segmentation of the of ToF-L in
the TPC drift velocity direction (y coordinate) allows to verify the positions of the TPC
tracks in the y direction.

The procedure is illustrated in Fig. 5.1. The difference between the y coordinate of
the extrapolated track, yreco, and the y coordinate of the ToF-L hits, yreal, is calculated
for each track, and is denoted as ∆y.
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If y0 is the vertical shift of MTPC-L, t0 is the drift time offset, tdrift is the measured
drift time in MTPCs, vdrift,reco is the drift velocity obtained by DCS, and vdrift,real is the
searched calibrated drift velocity, then yreco and yreal can be expressed in the following
way:

yreco = y0 − (t0 − tdrift) · vdrift,reco,
yreal = y0 − (t0 − tdrift) · vdrift,real.

It is seen that ratio of ∆y and yreal is proportional to (vdrift,reco − vdrift,real)/vdrift,real.
Thus the slope of ∆y vs yreal will reflect value of vdrift,real.

After obtaining values for MTPC-L, the drift velocities of other chambers are calcu-
lated in the same way taking previously calibrated chamber as a reference.

Figure 5.1: Illustration of the principle of the ∆y vs y analysis for drift velocity determi-
nation [67].

The example of ∆y vs yreal plots is shown in Fig. 5.2 before the calibration. The
calibration procedure searches for t0, y0 and vdrift,reco parameters to obtain < ∆y >= 0
for for each value of yreal. Fig. 5.3 shows ∆y vs yreal for the calibrated parameters. The
fact, that after the calibration ∆y no longer depends on yreal verifies correctness of the
calibration procedure.

Study of the residuals between reconstructed tracks and clusters assigned to them,
provides a powerful tool to check if the data is properly calibrated and reconstructed.
The so-called residual plots for x and y coordinate are presented in Fig. 5.4. The green
colour of the distribution corresponds to mean value of the residuals equal to zero. The
regions with colour deviated from green are located at the borders of MTPCs. This is
caused by the instabilities in the calibration procedure due to a low track multiplicities
in these regions.

5.2 SAVD related calibration

Although survey measurements were done before the beginning of data takings, very
precise spacial resolution of SAVD allows to perform fine tuning of geometry based on
collected data. Calibration of SAVD includes calibration of sensor and arm positions and
position of the whole device in NA61/SHINE global coordinate system. Also, it includes
calibration of the parameters used in the tracking procedure, namely cuts applied in
combinatorial tracking and parameters for tracking procedure using Hough Transform
approach as well as the parameters used in the SAVD-TPC track matching algorithm.
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Figure 5.2: The example ∆y vs yreal plot for single run taken for Xe+La at 150A GeV/c.
Drift velocity is calculated using DCS measurements. The histogram was fitted with
Gaussian in each y slice and the mean values are marked as black dots. The black lines
are ± 3σ around the mean values. The black dots were fitted with straight line (red line
on plots). The parameters of the fit are indicated on plots.

Figure 5.3: The example ∆y vs yreal plot for single run in Xe+La at 150A GeV/c data.
Drift velocity is calculated using the described above calibration procedure. The his-
togram was fitted with Gaussian in each y slice and the mean values are marked as black
dots. The black lines are ± 3σ around the mean values. The black dots were fitted with
straight line (red line on plots). The parameters of the fit are indicated on plots.
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Figure 5.4: The residuals plots for x (top pad) and y (bottom pad). The binning of the
plots corresponds to the size of the TPC pads.
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Figure 5.5: The distribution of difference between reconstructed vertex in Jura and Saleve
arms dxprim, dyprim and dzprim. The red lines represent Gaussian fit, the sigma value of
the fit are indicated on plots.

Sensor geometry calibration

As first step of SAVD corrections for the sensor positions and rotation angles have to be
found. The alignment of sensors was done for Xe+La data taken with the magnetic field
turned off. This was not done within this PhD project. More details could be found in
[68, 69].

In case of correct geometry hits produced by the same particle should lie on a straight
line (assuming that magnetic field is off). Considering three hit track the deviation
in x and y direction of the middle hit from the line connecting first and third hits was
introduced. The alignment algorithm based on MINUIT package [70] searches for optimal
parameters of position and rotations angles of sensors in order to minimise the deviations.

Relative arm position calibration

The horizontal movement was used to set the optimal horizontal position of arms, which
means that, on one hand, detector will be registering more tracks and, on the other hand,
sensors will be not illuminated by the beam halo (to reduce radiation damage of sensors).
Typicaly the gap between the edges of the inter-most sensors was kept on the level of ±3
mm. During the production measurements the currents on the dedicated dipole magnets
of the beam line were tuned once per day to keep the horizontal and vertical positions of
beam spot on target unchanged.

To preform calibration of rotations of the arms relative to the beam, no target data
was collected with arms located in such a way, so that the beam passes through one of
the arms. The example of the distribution of the fired pixels of the sensor on the first
station is shown in Fig. 5.2. The most illuminated area corresponds to the pixels fired by
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Figure 5.6: The distri-
bution of fired pixels on
the first sensor of Jura
arm during Xe+La data
taking. The most illumi-
nated area (blue) corre-
sponds to the pixels fired
by beam particles.

Figure 5.7: The x (left pad) and y (right pad) angle distribution of reconstructed beam
tracks (see details in the text). The distributions are fitted with Gaussian (black line)
and the parameters are indicated on plots.

beam particles. Such particles usually fire of about 200 pixels and pass almost with strait
line though SAVD. The angle distributions (in x and y directions in rexpect to z axis) of
these tracks (see Chapter 4) are shown in Fig. 5.7. The obtained fit parameters allow to
determine rotation of arms in respect to beam direction with precision of 6 µrad.

Independent reconstruction of the primary vertices using Jura and Saleve arms allows
to find the relative position of the arms. The distributions of difference between the
positions of the Jura and Saleve vertices in x, y and z were fitted with Gaussian as shown
in Fig. 5.5. The obtained mean value of the fit is used to correct arm positions.

SAVD position calibration relative to TPCs

The correlation between positions of the vertex reconstructed using SAVD tracks and the
vertex reconstructed using TPC tracks is shown in Fig. 5.2. The correlation in z had three
regions due to segmented target structure of target visible in the z coorginate provided
by the SAVD device.

Fine tuning of the position of SAVD relative to the TPCs is done by observing the
distribution of difference between the positions of vertices in x, y and z. The distributions
were fitted with Gaussian as shown in Fig. 5.9. The obtained mean value, of the fit are
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Figure 5.8: The correlation between posi-
tions of the primary vertex reconstructed
using SAVD tracks and position of the ver-
tex using TPC tracks for x (top left pad),
y (top right pad) and z (bottom pad).

Figure 5.9: The distribution of difference between reconstructed vertex using SAVD tracks
and TPC tracks for x, y and z coordinates. The red lines represent Gaussian fit, the sigma
and mean values of the fit are indicated on plots.
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Figure 5.10: Difference in y coordinate of tracks from Jura arm of SAVD and Jura part of
VTPC-1 (∆y) versus y at the matching plane before drift velocity calibration (left pad)
and after (right pad). The histograms were fitted with Gaussian in each y slice and the
mean values are marked as red dots. The values were fitted with third order polynomial
line (red line). The blue lines are ± 3σ around the mean values.

used to correct the SAVD position with an accuracy about 10 µm in x, y and 70 µm in
the z coordinate.

SAVD-TPC track matching calibration

According to the procedure described in Chapter 4, for SAVD-TPC track matching
the values of 〈∆y〉, σ∆y and 〈∆x〉, σ∆x should be obtained. For this both ∆y versus
y and ∆x versus z distributions are constructed for Jura - Jura, Jura - Saleve, Saleve -
Saleve and Saleve - Jura track combinations, separately for VTPC-1 and VPTC-2. These
distributions are fitted and values from the fits are used to apply cuts to select the right
matchings.

Although performed calibration of the TPC drift velocity improved the distributions
(see Fig. 5.10), the distributions are still not strictly horizontal, i.e. the cut value is
slightly depends on position of the track. Also, fluctuations exist from run to run, and to
compensate this cuts were obtained for not whole data taking but for several time periods.
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Chapter 6

Characteristics and selection of the
analysed data

6.1 Collected data

The data on Xe+La and Pb+Pb interactions were collected at the top SPS energy in
2017 and 2018 respectively with the NA61/SHINE detector. The data taking periods and
statistics of the collected events are listed in Table 6.1.

The data were collected within so-called runs. A run lasts from several minutes (if the
data acquisition system stops unexpectedly due to hardware or software faults) to several
hours. The long-lasting runs contain up to few 100k events. Runs were taken with target
inserted (target IN) and removed (target OUT) alternately. Only target IN runs are of
the interest of the analysis.

6.2 Triggers

The on-line triggering system used during heavy-ion data taking was set to register four
classes of events defined as described below:

• T3 (halo trigger) S1 × S2;

• T1 (beam trigger) S1 × S2 × V 1;

• T4 (interaction trigger) S1 × S2 × S3 × V 1;

• T2 (central trigger) S1 × S2 × S3 × V 1 × PSD;

Reaction data taking period all collected events verified events
Xe+La at 150A GeV/c 26.10.2017 - 05.11.2017 3.79M 1.86M
Pb+Pb at 150A GeV/c 16.11.2018 - 02.12.2018 2.99M 1.00M

Table 6.1: Information about the collected data analysed within this thesis. The statistics
is presented for all collected physics data and after selection of the events presented in
this Chapter.
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where for example S1 denotes requirement of the signal from the S1 counter and V 1
denotes requirement of the absence of the signal from the V1 detector.

Unfortunately, during Pb+Pb at 150A GeV/c data the triggers were not set properly
and information about triggers saved in the events is wrong (but the events themselves
are good and uncorrupted). Likely, it is possible to recover information about trigger
selection by applying cuts. Also, short unbiased data set for T1 and T4 triggers was
taken, which allowed centrality selection (see below).

6.3 Event selection

The collected data was verified in various ways in order to reject runs of bad or uncertain
quality. Most of the event selection criteria (cuts) were similar to other analysis performed
for the NA61/SHINE data, however, the values of these cuts were adjusted for a given
data set.

Event selection criteria are divided into two groups: the upstream cuts (those that use
information from the detectors located upstream from the target) and the downstream
cuts (based on information delivered by detectors positioned after the target).

6.3.1 Upstream cuts

Waveform analyser (WFA)

Due to a bunched time structure of the beam there is a possibility of two or more beam
particle interacting on target within a short time interval leading to registration of the
so called pile-up events. Such particles coming in a ±25 µs time window (the TPC data
collection time) in respect to time instant of the generated event trigger are called off-time
particles.

To limit the possibility of events with such particles the timing for two signals is stored
sing a waveform analyser (WFA). To reject the pile-up events the cut on the WFA time
is applied, namely, the event is rejected if it contains at least one off-time particle within
±25µs interval. Fig. 6.1 shows the time structure of the inelastic events (signal from T4)
before and after applied cut.

S1 and S2 signals

S1 and S2 counters deliver also information on the charge deposed in the these detectors
by the beam particles. Using this information one can analyse the beam composition. As
shown in Fig. 6.2 the distributions for S1 and S2 have single peak corresponding to the
Xe beam particles which is typical for the primary beams, therefore no cut is needed. It
is worth to note that, when the beam was composed of secondary particles the charge
signal delivered bu S1 and S2 can be used to select the given particle species.

BPD

Supplementary information, that allows to verify charge of the beam ions is delivered by
the BPD-3 counter. Fig. 6.3 shows the distributions of the charge signal obtained on x
and y planes of BPD-3. To reject the events with possibly wrong beam ion the ±4σ cut
was applied, where mean and σ values based on fits with Gaussian function shown in the
figure in red colour.
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Figure 6.1: The time distribution of the beam particles measured within the T4 with
respect to the trigger particle before (left pad) and after (right pad) the applied WFA
T4 cut. The peak at time = 0 µs corresponds to the trigger particle. The rest of the
distribution corresponds to the off-time beam particles. The minimum at −2 < time < 0
µs corresponds to the hardware mechanism disabling the trigger for 2 µs after each non-
interacting beam particle. The other small maxima are related to the beam time stricture
in the SPS. The distribution is plotted for Xe+La at 150A GeV/c data.

Figure 6.2: The distributions of the signal from S1 (left pad) and S2 (right pad) counters
which is proportional to squared charge of the beam particles. The distribution is plotted
for Xe+La at 150A GeV/c data.
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Figure 6.3: The distributions of the obtained charge signal from BPD-3 in x (left pad)
and y (right pad). Red line corresponds to Gaussian fit. The distribution is plotted for
Xe+La at 150A GeV/c data.

To ensure that the accepted event has well defined beam trajectory a cut on the beam
position measured by three BPDs was studied.

A good fit of the beam particle position is required to assure the right calculation
of the x and y positions of the primary vertex delivered within standard reconstruction
procedure (see Chapter 4). It was found that with the requirement of successful primary
SAVD vertex reconstruction, most of events with not properly measured positions in the
BPD detectors are rejected. Thus, the specific cut on the x and y positions of the beam
delivered by BPDs was not used.

The event is accepted if it has correct signals in both x and y planes of BPD-3 (the
closest one to the target) and at least one x and y plane measured by any other BPDs.
No cut on x and y values was applied. Fig. 6.4 presents the beam particle position
distributions registered by BPDs before and after the applied cut, and without the applied
cut but with the requirement of the reconstructed SAVD vertex.

6.3.2 Downstream cuts

S3 signal

To remove elastic interactions the signal delivered by S3 counter proportional to squared
charge of the particles is used. Thus, by applying selection based on the vetoed S3
signal such events can be rejected. As indicated above the S3 signal is included in T4
(interaction) and T2 (central) triggers. The deposited charge distributions of the signal
from S3 counter for Xe+La data at 150A GeV/c are shown in Fig. 6.3.2. One can see a
double peak structure - the peak located at higher values of ADC corresponds to beam
ions thus is assigned to the elastic interactions. The remaining part of the distribution,
at lower values of ADC, is associated with the inelastic interactions. On the same plots
the distributions of the same quantity are plotted (red line in Fig. 6.3.2) applying the
selection of the events with the reconstructed SAVD vertex. It is seen from the plot, that
the requirement of the reconstructed SAVD vertex selects the inelastic interaction events.
Thus, no additional cut on S3 signal was applied in the analysis presented in this thesis.
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Figure 6.4: The beam particle position distributions registered by the BPDs before the
applied cut (top pads), after (middle pads) and without the applied cut but with the
reconstructed SAVD vertex (bottom pads). The distribution is plotted for Xe+La at
150A GeV/c data.
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Figure 6.5: Deposited charge
distributions of the signal from
S3 counter. The blue line corre-
sponds to all events, the red line
corresponds to events with the re-
constructed SAVD vertex. The
distribution is plotted for Xe+La
at 150A GeV/c data.

Figure 6.6: The distributions of the x, y, z coordinates of the TPC primary vertex with
the applied cut rejecting events without reconstructed SAVD vertex. The distribution is
plotted for Xe+La at 150A GeV/c data.

TPC primary vertex

The reconstruction software tries to fit tracks reconstructed within TPCs to the common
interaction point placed along the beam track extrapolated from the BPD measurements
(see Chapter 4). The vertex positions reconstructed by TPC can be studied in order to
ensure interaction happening inside the target and not on BPD-3, mylar windows, target
holder, etc. Fig. 6.6 presents the reconstructed x, y, z coordinates of the TPC primary
vertex with the requirement that the SAVD vertex was reconstructed within the event.
It is seen that events with the TPC primary vertex outside target are rejected, therefore
no additional cut was applied.

Also, as seen from Fig. 6.7 no additional cuts on position of the SAVD vertex is needed.
Note, that the distributions in Fig. 6.6 and Fig. 6.7 are plotted with in the same range.
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Figure 6.7: The distributions of the x, y, z coordinates of primary vertex reconstructed
in the SAVD detector. The distribution is plotted for Xe+La at 150A GeV/c data.

Figure 6.8: The energy deposit in the PSD detector for T4 events. The distribution is
plotted for Xe+La at 150A GeV/c collisions (green line) and for Pb+Pb at 150A GeV/c
(red line).

PSD

PSD delivers information on the energy deposited by the projectile spectator as well as
the hadrons produced in the collision, which reach the calorimeter. During data taking
the integrated ADC signal from the calorimeter roughly estimating the collision centrality
was included in the trigger logic. However, for more precise centrality determination of
the collision an additional off-line analysis was performed.

The actual centrality determination required a dedicated analysis based on minimum
bias data (T1 trigger events) as well as the simulation study of such events to verify quan-
tities and also choose the set of the PSD modules to be used for centrality determination
(the energy deposit in some of the modules can be dominated not by the collision spec-
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Figure 6.9: The energy deposit in the PSD detector for normalised T4 and T2 events.
The blue line is for T4 events and red line for T2 events. The distribution is plotted for
Xe+La at 150A GeV/c data.

Figure 6.10: The correlation between the energy deposit in PSD and TPC track multi-
plicity before (left pad) and after (right pad) the PSD cuts. The distribution is plotted
for Xe+La at 150A GeV/c data.

tators but by the particles produced in the collision). Unfortunately, the PSD simulation
procedure for heavy-ion collisions was not developed by the NA61/SHINE and moreover
simulation including PSD of large statistics of minimum bias events would take significant
amount of time.

Thus, the following simplified procedure for selection of 0–20% central events was
done. Firstly, the PSD modules which were not properly functioning were discarded (so-
called PSD status cut) since they might influence the deposited energy calculation. Then
for the unbiased T4 (interaction) trigger events the distribution of the deposited energy
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Figure 6.11: The correlation between the energy deposit in PSD and SAVD track multi-
plicity before (left pad) and after (right pad) the PSD cuts. The distribution is plotted
for Xe+La at 150A GeV/c data.

in PSD is plotted in Fig. 6.8. The cut value on the PSD energy was selected as value
corresponding to 20% of the integral over PSD energy. For the Xe+La the cut value was
found to be 11500 GeV and for Pb+Pb is 17500 GeV. For Xe+La data set (for Pb+Pb
data this information can’t be recovered) it was found that the T2 trigger actually selects
about 0–25% of central events. The PSD energy distribution for T2 and T4 trigger events
are shown in Fig. 6.9.

The correlation between the energy deposit measured by the PSD detector and the
track multiplicity of the particles registered in TPC (Fig. 6.10) and in SAVD (Fig. 6.11)
after applied selection based on PSD is clearly seen which verifies the performed procedure.

6.4 Final statistics of collected events

The numbers of the events selected for the analysis are shown in Table 6.4 for Xe+La at
150A GeV/c data and in Table 6.4 for Pb+Pb at 150A GeV/c data. Tables also present
the statistics after consecutive selection criteria described in this chapter.
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Cut % of all events after cut number of events after cut

no cut 100% 3.79M
T2 trigger 79.2% 3.0M
WFA cut 71.7% 2.72M

BPD-3 charge cut 70.2% 2.66M
BPD position cut 70.2% 2.66M
SAVD vertex cut 66.3% 2.51M

PSD cut 65.0% 2.46M
PSD centrality cut 49.0% 1.86M

Table 6.2: Information about the impact of the applied cuts on collected data for Xe+La
at 150A GeV/c.

Cut % of all events after cut number of events after cut

no cut 100% 2.99M
WFA cut 92.2% 2.75M

BPD-3 charge cut 76.7% 2.29M
BPD position cut 76.7% 2.29M
SAVD vertex cut 55.6% 1.66M

PSD cut 53.1% 1.59M
PSD centrality cut 33.4% 1.00M

Table 6.3: Information about the impact of the applied cuts on collected data for Pb+Pb
at 150A GeV/c.
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Chapter 7

Results

The goal of the analysis is to obtain the direct signal of D0 + D0 mesons and estimate
their yield in 20% of the most central Xe+La and Pb+Pb collisions at the top SPS energy
measured in the NA61/SHINE experiment. The multiplicity, also called the yield, is the
average number of particles of interest created in a single inelastic collision.

The analysis is based on study of the two-body decay channels of D0 andD0 mesons:

D0 → π+ +K−,

D0 → π− +K+,

for which the branching ratio is 3.87%.
Due to very low yield of D0 mesons the analysis was performed for combined signal

of D0 + D0. The analysis methodology for obtaining D0 + D0 meson spectra consists of
the following steps:

• Selection of the events (details are described in Chapter 6);

• Obtaining the invariant mass histogram for unlike sign charge track pairs (no PID
was applied);

• Applying the background suppression cuts to improve the signal to noise ratio
(SNR);

• Fitting the signal and the background components of the invariant mass spectra;

• Extraction of D0 +D0 signal and the estimation of the yield.

7.1 Invariant mass method

As was already mentioned earlier D mesons decay very close to the iteration point, mostly
still within the target volume. This makes it impossible to observe D0 and D0 mesons
directly in the experiment. Thus, an indirect measurement called invariant mass method
which based on direct measurements of the D mesons decay products is used.

Due to energy and momentum conservation laws, the four-momentum of a parent
particle Pparent is equal to the sum of four-momentum of decay products. Thus, in case
of D0 decay in the channel π+ +K−

PD0 = Pπ+ + PK− .
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Since in the experiment only momenta and sign of charge of particles are measured and
without particle identification, in order to calculate the four-momentum one has to make
an assumption about mass of a particle. In D0 case daughter particles are assumed to be
either π+ or K−, thus the four-momenta will be

PK− =

(√
p2
K− +m2

K ,
−→pK−

)
Pπ+ =

(√
p2
π+ +m2

π,
−→pπ+

)
,

where p stands for momentum and m for mass. Thus the invariant mass can be calculated
as

minv =

√(√
p2
K− +m2

K +
√
p2
π+ +m2

π

)2

− (−−→pK− +−→pπ+)
2
.

Since it is not known which tracks originating from D0 or D0 and which are primary
tracks or coming from other sources, all combinations of two oppositely charged tracks
within an event are considered. For each such pair the invariant mass minv is calculated
twice: assuming first particle to be pion and second one to be kaon and opposite.

The mean mass of D0 (and D0) mesons is equal 1.86 GeV/c2 and its natural width
is much smaller as compare to the uncertainty in the invariant mass generated by the
experimental effects.

To estimate the yield of the D0 + D0 mesons the number of pairs in the spectrum
contributing to resonant shape around mass of D0 meson over the background distribution
should be calculated. However the signal D0 + D0 is not visible in the invariant mass
spectrum due to the large combinatorial background which should be reduced by applying
cuts as will be discussed below.

7.2 Background suppression cuts

As it is seen in Fig. 7.1 (which was made for simulated events, see details in Chapter 8)
the combinatorial background is several orders of magnitude higher than the D0 + D0

signal due to the low yield of charm particles. In order to reduce the large background
five cuts are applied. The cut values were chosen according to simulations to maximise
the signal to noise ratio (SNR) of the reconstructed D0 +D0 peak. These cuts are:

• A cut on the track transverse momentum, pT ;

• A cut on the track impact parameter, d;

• A cut on the distance of the closest approach of daughter tracks, DCA;

• A cut on the longitudinal distance between the D0 candidate decay vertex and the
primary interaction point, Vz;

• A cut on the parent impact parameter: the back-extrapolated D0 candidate trajec-
tory based on its momentum vector and decay vertex, D.
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Figure 7.1: The invariant mass distribution for all pion-kaon pairs (blue line) and for
D0 +D0 signal pairs (red line). The plot was made for Xe+La at 150A GeV/c simulations
(D0 +D0 yield was assumed according to the SMES predictions, see details in Chapter 8).

The first two cuts are single-track cuts, while the last three are two-particle cuts. Note,
that the last four cuts based on information delivered by SAVD, which provides precise
position resolution of tracks near the interaction point. The graphical definitions of the
last three cut variables are illustrated in Fig. 7.2. Fig. 7.3 presents the distributions of
these variables for all combinatorial combinations, these plots can be compared to the
distributions obtained for all pairs and signal pairs obtained for simulated data (Fig. 7.4
(see more details in Chapter 8).

The cut on the track transverse momentum pT was introduced to reject the background
since the signal spectrum is shifted to higher values of pT compared to the background
(see Fig. 7.4). Thus, rejection of tracks with low pT significantly reduce the background
while reduction of the signal is not significant.

The track impact parameter d is the distance of the closest approach between the
extrapolated track and the primary vertex. The primary tracks have impact parameters
close to zero, while secondary tracks are displaced from the primary vertex. The spread
of the primary tracks about zero impact parameter is related to fine but limited spatial
resolution and multiple scattering in the target and detector materials. Rejection of the
tracks with small vales of d should remove the background and not influence much on the
signal pairs.

The distance of closes approach DCA between paired tracks verifies, that the tracks
originate from the same decay point: if the distance between tracks is large it rather
corresponds to false secondary vertex candidate.

The distribution of Vz has a peak at zero as it is seen in Fig. 7.4, which corresponds
to primary track pairs. Also Vz has only positive values, which can be explained by the
kinematics. Thus, rejection of pairs with low and negative Vz should improve the signal
to noise ratio.

The parent impact parameter D is the distance of the closest approach between the
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Figure 7.2: The sketch illustrating the decay topology and the applied cuts: upper left
pad - for the track impact parameter d, upper right - for the longitudinal distance between
the D0 candidate decay vertex and the interaction point, Vz, bottom pad - for the parent
impact parameter, D.

primary vertex and and the reconstructed trajectory of the D0 meson. Since D0 mesons
originate from the primary interaction point, the signal pairs should have low values of
D. The long tail at the higher values of the D distribution is associated with the pairs
formed by primary track and track originating from a decay vertex. Such background
pairs can be removed by rejecting pairs with high D values.

Table 7.2 shows selected cut values used in D0 analysis for Xe+La and Pb+Pb at
150A GeV/c data.

Also, in the simulations (see Chapter 8) it was observed, that the opening angle of the
D0 decay is such, that it is more probable, that the daughter particles will be detected
in different arms of SAVD (scheme is shown in Fig. 7.5). Thus, to improve the SNR the
pairs which are registered within the same arm were selected for the analysis.

Moreover, it is more probable, that at least one of D0 daughters avoid the first station

Cut Xe+La at 150A GeV/c Pb+Pb at 150A GeV/c

pT 0.32 GeV/c 0.35 GeV/c
d 37 µm 37 µm

DCA 36 µm 36 µm
Vz 1050 µm 850 µm
D 18 µm 20 µm

Table 7.1: Applied cut values used to reduce combinatorial background in the invariant
aroud the D0 mass region for Xe+La and Pb+Pb at 150A GeV/c data.
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Figure 7.3: Distributions of for pT , d,
DCA, Vz and D variables for all combi-
natorial pairs for Xe+La at 150A GeV/c
data.

of SAVD. Thus, only track pairs in which one or both tracks have the first hit on the
second station of SAVD were considered for analysis.

7.3 Invariant mass distribution of D0 + D0

Fig. 7.6 and Fig. 7.7 show the invariant mass distributions of unlike charge daughter
candidates and the background reduction with the subsequent application of the discussed
above cuts. The application of all cuts allows to suppress the background by a factor of 105

while the signal is suppressed by factor of 5 (these results were obtained in the performed
simulation study, see Chapter 8).

Fig. 7.3 and Fig. 7.3 show the invariant mass distribution after all cuts applied. The
simulated data suggests that the signal can be described by the Gaussian distribution
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Figure 7.4: Distributions of pT , d, DCA, Vz
and D variables for all combinatorial pairs
for Xe+La at 150A GeV/c simulated data.
The distributions are plotted for all pion-
kaon pairs (blue line) and for D0+D0 signal
pairs (red line, the signal yield corresponds
to 30 × SMES prediction).

(see Fig. 7.3):

dn

dm
=

1

σ
√

2π
exp[−(N − µ)2

2σ2
],

where N is the total yield per event, m0 is the D0 mass and σ is the width of the
distribution (which depends on the detector resolution). The background is described by
the exponent in the region of the expected signal. Thus, the invariant mass distributions
in Fig. 7.3 and Fig. 7.3 were fitted with a sum of an exponential function and a Gaussian
(red line on plots).

For Xe+La at 150A GeV/c data one finds from the fit the width of the peak to
be 0.012 MeV (which is consistent with the value obtained in simulations assuming the
instrumental effects – see Fig. 7.3) and the total yield to amount to 80 ± 28 with the SNR
of 3.4 (integrated over ±3σ). This can be recalculated to total D0 + D0 yield per event
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Figure 7.5: Visualization of D0s decay into charged pion and kaon (D0 → π+ + K−):
daughter tracks are registered in the same arm (upper pad) and the different arms (bottom
pad) of SAVD.
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Figure 7.6: Invariant mass distribution of unlike charge sign π,K decay track candidates
for Xe+La collisions at 150A GeV/c. Different colours correspond to different cuts applied
(indicated on plot).

Figure 7.7: Invariant mass distribution of unlike charge sign π,K decay track candidates
for Pb+Pb collisions at 150A GeV/c. Different colours correspond to different cuts applied
(indicated on plot).
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Figure 7.8: Invariant
mass distribution of un-
like charge sign π,K de-
cay track candidates for
Xe+La collisions at 150A
GeV/c. The indicated
errors are statistical only.
The red line represents
the fit described in the
text, the obtained fit pa-
rameters are indicated on
plot.

Figure 7.9: Invariant
mass distribution of un-
like charge sign π,K
decay track candidates
for Pb+Pb collisions at
150A GeV/c. The in-
dicated errors are sta-
tistical only. The red
line represents the fit de-
scribed in the text, the
obtained fit parameters
are indicated on plot.
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Figure 7.10: Invariant mass distri-
bution of reconstructed simulated
D0 + D0 decays for Xe+La col-
lisions at 150A GeV/c. The red
line represents the Gaussian fit de-
scribed in the text, the parameters
of the fit are indicated on plot.

taking into account the branching ratio (3.89%) and the correction factor for efficiency,
acceptance and suppression of cuts (1.07% (AMPT) and 0.74% (PHSD), see Chapter 8).
Thus, it gives the total yield per event

N(D0 +D0)Xe+La,AMPT = 0.10± 0.03,

N(D0 +D0)Xe+La,PHSD = 0.15± 0.05.

For Pb+Pb at 150A GeV/c data from the fit one finds the width of the peak to be
0.015 MeV and the total yield to amount to 130 ± 70 with a ±3σ integrated SNR of 3.3.
Taking into account the branching ratio and the correction factor ((1.03% (AMPT) and
0.87% (PHSD)) gives the total yield per event

N(D0 +D0)Pb+Pb,AMPT = 0.33± 0.18,

N(D0 +D0)Pb+Pb,PHSD = 0.39± 0.21.

7.4 Upper limit estimation of D0 + D0 yield

An upper limit for the number of D0 + D0 per event can be estimated using Bayesian
approach [71]. The likelihood P (data|N) (i.e. the conditional probability density dis-
tribution of the data when number of D0 + D0 per event is N) is parametrized as a
Gaussian:

P (data|N) =
1

σ
√

2π
exp[−(N − µ)2

2σ2
] ≡ g(N ;µ, σ),

with the mean µ = 80 (N(D0+D0)) and the width σ = 28 (statistical error of N(D0+D0))
for Xe+La data and µ = 130 and σ = 70 for Pb+Pb data as was obtained from the fit to
the invariant mass spectra. Using the Bayes’ theorem the posterior distribution P (data|N)
is calculated by multiplying the likelihood with an assumed prior probability distribution
of N which is taken to be zero for N < 0 and uniform for N ≥ 0. This prior distribution
forces N to be positive as it should be. The confidence level CL can be calculated by
integration of the posterior distribution:

CL ≡
∫ M

0

P (data|N) =

∫M
0
g(N ;µ, σ)dN∫∞

0
g(N ;µ, σ)dN

,
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where M is the upper limit of the number of D0 +D0 per event N corresponding to the
confidence level CL. Using the fitted values of µ and σ, the upper limit of the total yield
of D0 +D0 at 98% CL is found to be for Xe+La event

M(D0 +D0)AMPT,Xe+La = 0.17,

M(D0 +D0)PHSD,Xe+La = 0.25.

(7.1)

and for Pb+Pb event

M(D0 +D0)AMPT,Pb+Pb = 0.70,

M(D0 +D0)PHSD,Pb+Pb = 0.82.

(7.2)

7.5 Invariant mass distribution of Λ and K0
s

To test the detector capabilities and validate the D0 peak extraction procedure, it was
also attempted to reconstruct Λ and K0

s signals (into p + π and π + π− two body decay
channels respectively), which are much more abundantly produced. However, one can
reconstruct only a small fraction of all K0

s and even smaller of all Λ with SAVD since the
detector design and the tracking algorithm were optimized for decays which have much
shorter decay length (decay length cτ of Λ is 7.89 cm and of K0

s is 2.68 cm). Also for this
test the background suppression cuts were not optimised and the same values were used
as for D0 +D0 analysis.

A clear peak corresponding to K0
s decays (in the left pad of Fig. 7.5 was observed with

a SNR over 70. Also, for Λ and Λ clear peaks (in the right pads of Fig. 7.5 ) are found
with a SNR 29 and 10, correspondingly. From the obtained yield, it is seen, that number
of Λ barions is about factor of 10 higher then number of Λ. This result corresponds to
the results obtained by the NA49 Collaboration Λ/Λ equal to 0.1 at mid rapidity for the
most central collisions (Npart=352) [72].

Note, that after the applied background suppression cuts, in case of Λ, the background
is almost negligible around the signal invariant mass. This allows for testing quality of
reconstructed data such as estimation of the secondary vertex resolution (described in
Chapter 4). Also, one can check the distribution of the DCA values of the p + π pairs,
that are contributing to the peak of Λ candidates in the invariant mass spectra. Example
of such distribution is shown in Fig. 7.5): the red line corresponds to the pairs, that
contribute to the peak while blue line corresponds to all pairs. It is seen, that almost all
pairs contributing to the Λ peak have the DCA values below 0.05 µm.
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Figure 7.11: Invariant mass distribution of
π+, π− decay track candidates of K0

s (upper
left pad) and p, π decay track candidates of
Λ (upper right pad) and Λ (bottom pad) for
Xe+La collisions at 150A GeV/c. The red
line represents the fit described in the text,
the obtained fit parameters are indicated
on plots.

Figure 7.12: The DCA distribu-
tion of Λ candidates (red line)
and all combinations (blue line).
The distributions are plotted for
Xe+La at 150A GeV/c data.
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Chapter 8

Simulations

Dedicated software based on Monte Carlo (MC) techniques was used for simulation of
iterations of the beam particle on target, propagation of the produced particles in the
collision through the detector system, and simulation of processes related to the detection
of the detector signal.

In the analysis presented in this thesis the MC simulation was used:

• to study the detector response and obtain the resolution;

• to estimate the reconstruction efficiency;

• to obtain the correction for the final result.

The effects which are not included in the performed simulation are:

• Energy loss of the produced particles in the TPCs;

• Response of the PSD calorimeter;

• Propagation of the beam particle through the beam upstream from the target and
deviations of the beam direction from the z axis;

• Primary interactions outside the target;

• Other beam particles arriving during the TPC readout.

Skipping these effects in the simulation chain significantly reduces the processing time
and in principle should not lead to inconsistency between simulated events and events
collected during data taking with the applied event cuts (see Chapter 6).

8.1 Simulation chain

Firstly, the event generator simulates the initial nucleus-nucleus interaction and provides
list of primary produced particles and information about their momenta. Particles with
very short lifetime also decay at the event generator level and the decay products are
considered primary (this does not concern D mesons).

Further, the particles are propagated through the detector volume and the detector
response is simulated using GEANT4 10.4.3 package [73]. This includes interaction with
detector materials, propagation through magnetic field and other physical processes such
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as decays. The detailed detector model of the detector contains information about all
materials and geometrical properties of the construction elements of the detector. The
primary interaction points are randomly placed in the target volume, according to the
beam distribution in transverse plane sampled from the real data. In the longitudinal
direction the beam is distributed according to the exponential function taking into account
iterations on the target material. In the last step, the signals generated by the particles
propagating through the detector sensitive volumes are recorded and digitized.

The output is saved in the real data format and later reconstructed using the recon-
struction chain described in Chapter 4.

As mentioned earlier, the simulations made for this study do not include PSD detector
due to long computing time required for simulation of calorimeter response for heavy-ion
systems.

The following naming convention is used in this chapter:

• The event generated by event generator, which contains information on primary
particles positions and momenta is called generated event;

• The event in which the detector response for the produced particles was simulated
is called MC event;

• The event which was reconstructed from the MC event is called reconstructed or
RecMC event.

• The event collected during the data taking and afterwards reconstructed is called
real data and labelled Rec event.

8.1.1 SAVD in simulations

The SAVD model in GEANT4 was setup to describe all significant features of the real
device. It consists of 16 sensors at positions and rotations corresponding to the real
geometry. Each sensor consists of a layer of silicon (pixel, epitaxial and substrate layers)
with total thickness of 50 µm, 50 µm of epoxy glue layer and carbon layer of 300 µm
which represents the supporting ladders. The SAVD stations are enclosed in a He vessel
equipped with front and back Mylar windows.

When the particle crosses the sensitive volume of the sensor a hit is created. To
reproduce the sensor response a simple digitizer was introduced. The digitizer converts
GEANT4 hits to cluster with applied smearing of the hit position according to obtained
cluster position resolution for real data (see Fig. 4.2).

As it was discussed in Chapter 4, during data taking the sensors were not fully efficient,
moreover the electronic noise was present on the typical level for MIMOSA-26AHR of
10−4 hits per pixel per frame. To reproduce these results the generated clusters were
randomly rejected according to the efficiency estimated for real data, while other pixels
were randomly fired with the given probability related to the noise level.

Information about the fired pixels is saved in the real data format and the reconstruc-
tion undergoes the same procedure as was described in Chapter 4.
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8.2 Event generators

A Multi-Phase Transport model (AMPT) [74, 75, 76] was chosen to describe background
pions and kaons. The most recent version v1.26t9b-v2.26t9b was used.

The AMPT model was developed to describe non-equilibrium many-body dynamics, it
includes both initial partonic and final hadronic interactions and the transition between
these two phases of matter [74]. AMPT simulates nuclear collisions for energies from√
sNN = 5 GeV up to 5500 GeV. For the initial conditions, which include spatial and

momentum distributions of minijet partons and soft string excitations, the AMPT model
uses the Heavy Ion Jet Interaction Generator (HIJING) model [77]. Further, the Zhang’s
parton cascade (ZPC) [78] is used to describe parton interactions, which is followed by a
hadronization process based on the Lund string fragmentation model [79, 80]. Finally, the
scattering among the produced hadrons are described by A Relativistic Transport (ART)
model [81].

Fig. 8.1 shows the rapidity and transverse mass distributions predicted by AMPT and
data points obtained in the NA49 experiment for 5% of the most central Pb+Pb collisions
[82]. It is seen, that AMPT provides a good description of charged pions and kaons, which
are major contribution to the background of open charm particles.

Figure 8.1: Upper pads: Rapidity distribution of charged kaons (left pad) and pions
(right pad). Bottom pads: Transverse mass distribution of charged kaons in the rapidity
interval −0.1 < y < 0.1 (left pad) and pions in the rapidity interval 0 < y < 0.2 (right
pad). The solid lines show results form the AMPT model obtained for 0-5% central
(impact parameter b ≤ 3 fm ) Pb+Pb collisions at

√
sNN = 17.3 GeV. Circles represent

data collected by the NA49 experiment at same conditions taken from [82].
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Figure 8.2: Rapidity – transverse momentum spectra of D0 + D0 mesons for 20% of the
most central Xe+La (left pad) and Pb+Pb (right pad) collisions at 150A GeV/c according
to the AMPT predictions.

Figure 8.3: Rapidity – transverse momentum spectra of D0 + D0 mesons for 20% of the
most central Xe+La (left pad) and Pb+Pb (right pad) collisions at 150A GeV/c according
to the PHSD predictions.

However, the AMPT model was not aimed to describe well charm mesons: thus, the
AMPT model predicts the average multiplicity of 0.01 for D0 + D0 in central Pb+Pb
events which seems to be underprediction according to models discussed in Chapter 2.
However, the predicted in the AMPT model phase space distribution looks reasonable
(see the rapidity – transverse momentum spectra of D0 + D0 for 20% of the most central
Xe+La (left pad) and Pb+Pb (right pad) at 150A GeV/c in Fig. 8.2), though there no
data so far for comparison. Additionally to events with D0 + D0 distributed according
to the AMPT phase space, events with D0 + D0 distributed the PHSD phase space [21]
were used.

The PHSD model is a microscopic off-shell transport approach. Within this model the
full evolution of a heavy-ion collision is described as following: starting from the initial
hard scatterings and string formation, through the dynamical deconfinement phase transi-
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tion to the quark-gluon plasma followed by hadronization and the subsequent interactions
in the hadronic phase [21]. In Fig. 8.3 the rapidity – transverse momentum spectra of D0

+ D0 according to PHSD predictions are shown for 20% of the most central Xe+La (left
pad) and Pb+Pb (right pad) at 150A GeV/c.

These spectra (Fig. 8.2 and Fig. 8.3) were parametrized and the mixed event was
created: the AMPT generated event was enriched with 5 D0 or D0 mesons distributed
according to the AMPT or PHSD phase space distribution. Thus, these mixed events
contain both proper description of the background (AMPT) and D meson signal for two
models (AMPT and PHSD).

8.3 Simulation results

8.3.1 Simulation performance

Monte Carlo simulations were validated in several tests. The simulated distributions of
selected parameters were compared with those collected during data taking. It is expected,
that if the simulation was accurate, these distributions should be similar.

In this Section the comparison between distributions obtained for real and simulated
data is presented for Xe+La at 150A GeV/c data, for Pb+Pb at 150A GeV/c the distri-
butions look similar.

The events from the simulation study don’t require the event cuts discussed in Chap-
ter 6 since by construction they already have one beam-target interaction per event,
defined beam particles (Xe or Pb), selected centrality, etc.

TPC distributions

Similarly as it was done for real data (Fig. 5.3), the distributions of differences ∆y be-
tween the vertical coordinate of the extrapolated track from given TPC and the measured
by other TPC calculated for each track are presented in Fig. 8.4. In case of simulation
these plots have strictly horizontal structure which corresponds to perfect drift velocity
vdrift calibration used during reconstruction (during simulation and reconstruction the
same values of vdrift were used), which is not the case for collected data when vdrift was
calibrated to be close to the actual vdrift.

The residual plots for x and y coordinates are presented in Fig. 8.5. The green colour
of the distribution corresponds to mean value of the residuals equal to zero. These plots
are consistent with the same plots (see Fig. 5.4) obtained for real data.

In Fig. 8.6 distributions of clusters allocated to the track for real and simulated re-
constructed events are shown. Maxima visible in the distributions correspond to tracks
measured in few sectors of VTPC-1 (region with low number of clusters), in the whole
volume of VTPC-1 (72 clusters), VTPC-2 and one of MTPC (162 clusters); the distribu-
tion reaches 234 clusters, which corresponds to track measured by both VTPCs and one
of MTPC. The distributions for the real data are slightly shifted towards lower values
is respect to simulated data. This effect is related to instrumental effects not properly
described in simulations like clusters detection inefficiency of the particular sectors in
TPCs.
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Figure 8.4: The example ∆y vs y plot for simulated Xe+La at 150A GeV/c data. Drift
velocity is calculated using the described above calibration procedure. The distribution
was fitted with Gaussian in each y slice and the mean values are marked as black dots.
The black lines are ± 3σ around the mean values. The black dots were fitted with straight
line (red line on plots) and the parameters are indicated on plots.

Fig. 8.7 shows the TPC track multiplicity distributions for reconstructed real and
simulated events for Xe+La and Pb+Pb at 150A GeV/c. The obtained distributions
have similar shape, though for the simulated data it is slightly shifted towards higher
multiplicity. A bit worse performance might be an effect of not perfect TPC calibration
or not enough strict event selection.

In Fig. 8.8 the distributions of the z coordinate of the reconstructed TPC primary
vertex (reconstructed not using BPD information as described in Chapter 4) is shown for
real data and simulations. The distributions are fitted with Gaussian. The distributions
have similar width though the performance in the simulation is slightly better.

SAVD distributions

Similar as for the TPC vertex the distributions of the z coordinate of the reconstructed
SAVD primary vertices are shown for data and simulations in Fig. 8.9. The segmented
target profile is clearly visible in real data. However, as it was mentioned earlier, in simu-
lations the La target volume was not segmented which is reflected in uniform distribution
seen in Fig. 8.9 (left pad).

The distributions of differences between x, y and z coordinates of the primary vertices
reconstructed using tracks from two sub-samples as was described in Chapter 4 are shown
in Fig. 8.10. These distributions are similar as Fig. 4.2.2 obtained for real data. The sigma
of these distributions can be converted to the spatial resolution of the primary vertex σx
≈ 4.1 µm, σy ≈ 2.3 µm and σz ≈ 34.9 µm.

Fig. 8.11 shows the SAVD-TPC track multiplicity distributions for reconstructed real
and simulated events for Xe+La and Pb+Pb at 150A GeV/c. It is seen, that the distri-
butions have similar shape, though for the simulated data of Xe+La it is slightly shifted
towards higher multiplicity.

The matched SAVD track multiplicity versus SAVD track multiplicity is shown in
Fig. 8.12. The distributions for real and simulated data look similar. In both cases about
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Figure 8.5: The residuals plots for x (top pad) and y (bottom pad) for simulated Xe+La
at 150A GeV/c data. The binning used on the plots corresponds to the size of the TPC
pads.
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Figure 8.6: The distribution of clusters assigned to a track for reconstructed real (blue
line) and simulated (red line) Xe+La (left pad) and Pb+Pb (right pad) at 150A GeV/c
events.

Figure 8.7: The distribution of number of TPC reconstructed tracks for reconstructed real
(blue line) and simulated (red line) Xe+La (left pad) and Pb+Pb (right pad) at 150A
GeV/c events.

Figure 8.8: The distributions of the reconstructed TPC primary vertex for reconstructed
real (left pad) and simulated (right pad) events for Xe+La at 150A GeV/c. The distri-
butions are fitted with Gaussian (red line). The parameters resulted from fits are shown
on plots.
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Figure 8.9: The distributions of the reconstructed TPC primary vertex for reconstructed
real (left pad) and simulated (right pad) Xe+La at 150A GeV/c.

Figure 8.10: Distributions of differences between x, y and z coordinates of the primary ver-
tex reconstructed using tracks from two sub-samples (see Chapter 4 details) for simulated
Xe+La at 150A GeV/c data. Red lines correspond to Gaussian fits to the distributions,
the sigma values are indicated on plots.
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Figure 8.11: The distribution of number of reconstructed SAVD-TPC tracks for recon-
structed real (blue line) and simulated (red line) Xe+La (left pad) and Pb+Pb (right
pad) at 150A GeV/c events.

Figure 8.12: Matched SAVD track multiplicity versus SAVD track multiplicity. Plot was
done for reconstructed real (left pad) and simulated (right pad) Xe+La at 150A GeV/c
data. For real data event selection is applied, thus the difference with Fig 4.14.

about 75 % of SAVD tracks have match to TPC tracks forming SAVD-TPC tracks. (see
Chapter 4). The fact, that plot for real data has region of low track multiplicity (contrary
to simulated events) might signify, that the event selection used in real data is not able
to select 20% central events, but also accepts lower centrality.

Similarly to real data, the SAVD-TPC track matching the ∆y versus y distributions
were obtained according to the procedure described in Chapter 4. The example of such
distribution obtained for simulated data is shown in Fig. 8.13. Left pad of Fig. 8.13 shows
the ∆y distribution in a selected y slice. The distribution was fitted with Gaussian, and
its width was found to be smaller then analogous for real data (Fig. 4.12) due to perfect
drift velocity vdrift, which is not the case for real data data.
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Figure 8.13: Left pad : Difference in y coordinate of SAVD and TPC tracks (∆y) versus
y at the matching plane for Jura - Jura track combination. The histogram is fitted with
Gaussian in each y slice and the mean values are marked as red dots. The ∆y versus y
dependency were fitted with third order polynomial (red line on plots). The blue lines
indicate range of ± 3σ around the mean values. The parameters of the fit are indicated
on plots. Right pad: example of the projection of distribution of ∆y versus y onto the
∆y coordinate for −1.5cm < y < 3.2 cm interval, indicated by dotted lines on the right
pad. See the text for details.
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Figure 8.14: Distributions of differences be-
tween dx, dy and dz coordinates of the re-
constructed primary vertex and simulated
vertex for Xe+La at 150A GeV/c data.
Lines correspond to Gaussian fits to the
distributions, the fit parameters values are
indicated on plots.

Primary and secondary vertex resolution

For simulated data it is possible to obtain reconstructed primary vertex resolution by
comparing the simulated and reconstructed positions of vertices. The obtained distribu-
tions are shown in Fig. 8.3.1 (the differences between coordinates of the reconstructed
primary vertex and simulated vertex are noted as dx, dy and dz). The sigmas of these
distributions correspond to the primary vertex resolution and are equal to 3.7 µm, 2.3 µm,
34 µm for x, y and z coordinates, respectively, which is similar to the resolution obtained
from real data using the two sub-samples (see Fig. 8.10).

Similarly one can obtain the spatial resolution for D0 and D0 secondary vertices by
plotting the difference dx, dy, dz of the coordinates of the reconstructed secondary ver-
tex position and the one defined in GEANT4 simulations. The obtained distributions
are shown in Fig. 8.3.1. The sigma of these distributions determine the primary vertex
resolution to be 20 µm, 11 µm, 170 µm for x, y and z coordinates, respectively.
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Figure 8.15: Distributions of differences be-
tween dx, dy and dz coordinates of the re-
constructed secondary vertices and simu-
lated vertices for Xe+La at 150A GeV/c
data. Lines correspond to Gaussian fits to
the distributions, the fit parameters are in-
dicated on plots.
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Figure 8.16: Rapidity – transverse momentum spectra of D0 + D0 mesons for 20% of
the most central Xe+La collisions at 150A GeV/c according to AMPT (upper pads) and
PHSD (bottom pads) predictions. Left pads show the generated phase space and right
pads show geometrically accepted phase space. The plots are done for 1M generated D0

+ D0 in π and K decay channel.

In summary of this Section, it was shown that reasonable agreement between the real
data and the simulations was reached in order to perform open charm analysis study.

8.3.2 Geometrical acceptance

In order to obtain the correction factor for the geometrical acceptance of the detector sys-
tem the dedicated simulation study was performed. Only generated D0 and D0 according
to the phase space from AMPT and PHSD event generator were used as the input for
GEANT4 simulation chain. In this study no corrections for sensor efficiency was applied.
Fig. 8.16 and Fig. 8.17 present the phase space distribution in transverse momentum –
rapidity coordinates for generated D0 and D0 and and for those D0 and D0, that passed
into the detector acceptance (i.e. leave at least three hits in SAVD and at least 10 hits
in TPC, which means, that such track is reconstructable and can be used for further
analysis).

The simulation study for Xe+La collisions shows, about 7.8% and 5.9% acceptance of
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Figure 8.17: Rapidity – transverse momentum spectra of D0 + D0 mesons for 20% of
the most central Pb+Pb collisions at 150A GeV/c according to AMPT (upper pads) and
PHSD (bottom pads) predictions. Left pads show the generated phase space and right
pads show geometrically accepted phase space. The plots are done for 1M generated D0

+ D0 in π and K decay channel.

D0 +D0 in π and K decay channel for AMPT and PHSD phase space, receptively.
Analogues study for Pb+Pb collisions show that, about 8.4% (AMPT) and 6.8%

(PHSD) of all generated D0 +D0 in the π and K decay channel are geometrically accepted
by the detector.

8.3.3 Efficiency of detector system

Matching of simulated and reconstructed tracks

After the simulated event is reconstructed the matching between simulated and recon-
structed tracks is performed. Since there it is not possible to directly obtain one to one
correspondence between simulated and reconstructed tracks (due to the effects that hits
from different particles can be merged to one cluster, two close to each other simulated
tracks can be reconstructed as one track, etc.) the dedicated procedure was developed.

As the first step of this procedure GEANT hits are matched to reconstructed clusters.
For each cluster the algorithm is searching for the nearest hit on the given SAVD station,
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or on the z plane for TPCs. The TPC cluster matching procedure was not developed
within this thesis and was available from the NA61/SHINE software toolkit. The cluster
matching efficiency, determined by number of clusters matched to hits versus total number
of clusters, was found to be 94% (Xe+La) and 92% (Pb+Pb) for TPC and > 99.9% for
SAVD. The slightly worse cluster matching efficiency for Pb+Pb data is due to higher
track multiplicity as compare to the Xe+La case.

As the second step of the matching procedure the best matches is searched between
simulated and reconstructed tracks depending on number of common hit-cluster combi-
nations. Same as for clusters, the algorithm is looking for given reconstructed track at
all clusters and checking for hits, that are associated with them. Then, the algorithm is
checking all simulated tracks that, are associated with these clusters. Since the analysed
events are having high track multiplicities, often several simulated tracks show common
points with given reconstructed track. Thus, from these matching candidates for the given
reconstructed track the best one is selected based on the highest number of the common
hit-cluster points.

Since the procedure was mostly develop for open charm analysis, it is the most crucial
to match tracks which have SAVD clusters. Thus, the algorithm searches for the best
match for reconstructed track (which has SAVD and TPC clusters) depending on:

• If the simulated track also has SAVD hits (since position resolution of SAVD is
significantly better then of TPC);

• If the simulated track has more common points with reconstructed track then other
simulated tracks.

Within this procedure some of the reconstructed tracks do not have matched simulated
tracks when number of common points with any of simulated tracks is too low, this is
might happen for very short tracks which don’t have enough associated clusters due to
inefficiency of the cluster reconstruction or matching procedure or due to fake tracks. Also,
in a few % of the cases a single simulated track is assigned to two or more reconstructed
tracks. This usually happens for high track density region.

For the same reason the incorrect matches are possible which might slightly affect the
open charm signal results (however wrong matches will not influence the invariant mass
spectra in the vicinity of the signal peak).

The matching information could be also used for identification of the reconstructed
particles since the dE/dx information is not available. Thus, matching allows to identify
the reconstructed tracks by assigning them PID information from the matched simulated
tracks. This allows to look for the open charm decay tracks separately from the other
track in the event and study features related to the open charm signal only.

Reconstruction efficiency

The simulation allows for testing of the reconstruction performance. To test the re-
construction efficiency of SAVD the dedicated study was performed in which detection
efficiencies of the sensors were set to 100% (to exclude the effect of the sensor inefficiency).
The efficiency was determined as the ratio between number of the reconstructed tracks
and number of the simulated tracks in the SAVD acceptance (that have 3 or more SAVD
hits).
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Fig. 8.3.3 shows the dependence of the efficiency versus track momenta. It is seen,
that the efficiency is close to 100% for higher track multiplicity, however it starts to drop
for tracks with momentum <1 GeV/c. The study of such tracks showed, that such low
momentum tracks have large curvature in the SAVD region (the magnetic field there is
low, but not zero). Thus such tracks can’t be reconstructed within the strait line model
of the combinatorial stage of the reconstruction as well as during the Hough Transform
stage they end up in the different bins of the Hough space.

Figure 8.18: The SAVD recon-
struction efficiency versus track
momenta assuming fully effi-
cient sensors for Xe+La at 150A
GeV/c.

The overall reconstruction efficiency for the whole detector was determined as the ratio
between number of the reconstructed SAVD-TPC tracks and number of the simulated
tracks in the SAVD and TPC acceptance (that have 3 or more SAVD hits and 10 or more
TPC hits). Fig. 8.3.3 shows the distribution of number of common points for reconstructed
and simulated tracks, for SAVD only (left pad) and for SAVD+TPC combined tracks
(bottom pad).

It is seen, that most of the SAVD tracks have 3 or 4 common points. The distribution
for total number of common points (SAVD+TPC points) slightly resembles the distribu-
tion of the number of the TPC clusters (Fig. 8.6). The peak at low number of common
points corresponds to fake matches (it is seen that it is reduced when selecting the best
match – magenta line) and very short tracks – when applying requirements on having
both SAVD and TPC points this region disappears (green line).

Fig. 8.3.3 shows the total reconstruction efficiency (also taking into account realistic
efficiency of the SAVD sensors) for Xe+La and Pb+Pb data. The average efficiency (for
momenta >1 GeV/c) is ≈ 86% for Xe+La data and ≈ 85% for Pb+Pb data. The 2D
distributions of the efficiency in yπ−pT coordinates (assuming pion mass when calculating
rapidity) are shown in Fig. 8.21.

8.4 Simulation results

8.4.1 Optimisation of background suppression cuts

As was discussed in Chapter 7, in order to suppress the background on the invariant
mass spectra several cuts were applied: pT ; the track impact parameter d; DCA; the
longitudinal distance between the D0 decay candidates and the interaction point Vz; the
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Figure 8.19: The distribution of the
number of common points for recon-
structed and simulated tracks. Left pad:
only SAVD common points, bottom pad:
all common points (SAVD+TPC), the
black line shows distribution for all pos-
sible matching candidates, magenta – for
the beast matching candidate and green
– for accepted candidates (that fulfil re-
quirement of also having SAVD points).
The distributions are plotted for Xe+La
at 150A GeV/c.

Figure 8.20: The recon-
struction efficiency ver-
sus track momenta for
Xe+La at 150A GeV/c
(green line) and Pb+Pb
at 150A GeV/c (red
line).
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Figure 8.21: The reconstruction efficiency in yπ − pT coordinates for Xe+La (left pad)
and for Pb+Pb (right pad) at 150A GeV/c.

parent impact parameter D. In order to choose cut values that maximise the signal to
noise ratio (SNR) of the D0 +D0 peak, the dedicated simulation study was performed.

As it was mentioned the MC simulations were performed for events enriched with 5
D0 +D0 per events, and also the branching ratio for the π+K decay channel in GEANT4
was adjusted to be 100% for this decay channel. Note, that it was checked, that the
registered yield in case of several D mesons in event proportional to initial yield of D
mesons, as well as the other decay channels don’t contribute in the signal in the invariant
mass distribution. Thus, initial yield per MC event corresponds to ≈ 130 D0 +D0 per real
event. However, in the performed simulation studies the yield was adjusted to correspond
to more realistic case: this was done by randomly removing D mesons from the MC event
according to selected probability.

For selection of the values for background suppression cuts the yield was adjusted to
be according to the SMES predictions (see below): thus, the signal on the invariant mass
spectra was clear and could be fitted the Gaussian. The scan over the cut values was
performed in order to obtain the largest value of SNR. The obtained values were used
for real data analysis and are listed in Table 7.2 for Xe+La and Pb+Pb at 150A GeV/c
data. The distributions of the cut variables for all pairs and for signal pairs are shown
in Fig. 7.4. Also, the ratio of the signal and the background versus the cut variables are
shown in Fig. 8.22, on the same plots the shape distribution for the signal component is
indicated (red line, not to scale).

Fig. 8.23 shows the distribution of D0 +D0 mesons depending on the distance between
the primary vertex and the secondary vertex V for different applied cuts. It is seen that
the pT , DCA and D cuts contribute in similar way to the suppression over the studied
range of V . However, the d cut is noticeably reducing the registered D0 + D0 yield for
V < 800 µm. Nevertheless, the cut on d is also significantly reducing the background by
removing the primary tracks.

8.4.2 Geometrical cuts

It was observed that due to the opening angle of the D0 decay it is more probable, that the
daughter tracks will will often hit different arms of SAVD (scheme is shown in Fig. 7.5).
The comparison is shown in Fig. 8.24). It is seen that the SNR is much higher in case of
”different arms” then in ”same arm” configuration. Thus, to improve the SNR the pairs
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Figure 8.22: Ratio of signal over back-
ground versus pT , d, DCA, Vz and D vari-
ables for Xe+La at 150A GeV/c simulated
data (blue line). Also the D0 + D0 signal
pairs are plotted (red line, not to scale).

102



Figure 8.23: Distribution of D0 +D0 mesons depending on the distance between the pri-
mary vertex and the secondary vertex Vz for simulated Xe+La collisions at 150A GeV/c.
Different colours correspond to different applied cuts (indicated on plot).

Figure 8.24: Invariant mass distribution of unlike charge sign π,K decay track candidates
for Xe+La at 150A GeV/c simulated data for ”same arm” (left pad) and ”different arms”
(right pad) configurations.

which are registered within the same arm are rejected. Note, that the broad structure
around the peak seen in the invariant mass spectrum in the left pad of Fig. 8.24 is due to
wrong mass association for the true D0 daughters.

Furthermore, there is a noticeable probability, that at least one of D0 daughters will
miss the fist station of SAVD. Fig. 8.4.2) shows the invariant mass distributions for three
different cases:

• When both daughter tracks hit the first SAVD station;

• When one of the tracks missed the first station and leave its first hit on the second
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Figure 8.25: Invariant mass distribution of
unlike charge sign π,K decay track can-
didates for ”different arms” configuration
for Xe+La at 150A GeV/c simulated data.
The the distributions are plotted for cases
when both daughter tracks have hit on the
first SAVD station (upper left pad), when
one of the tracks miss the first station (up-
per right pad) and when both of the tracks
miss the first station (bottom pad).

station;

• When both of the tracks miss the first station.

It is seen, that the SNR for the last two cases is higher then for the first case. Thus,
for the analysis only the track pairs in which one or both tracks have the first hit on the
second station of SAVD were considered.

Fig. 8.26 and Fig. 8.27 show the invariant mass distributions of unlike sign charge
daughter candidates and the background reduction with the subsequent application of
the discussed above cuts. After application of all background suppression cuts with the
optimised cut values the background in became suppressed by a factor of 105 while the
signal is suppressed by a factor of 5 for both AMPT and PHSD phase space distribution
of D0 +D0.

8.4.3 Correction of D0 +D0 yield

Though the acceptance and the efficiency of the detector were studies separately, the final
correction values for D0 + D0 were calculated together taking into account all described
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Figure 8.26: Invariant mass distribution of unlike charge sign π,K decay track candidates
for simulated Xe+La collisions at 150A GeV/c (assuming the AMPT phase space and the
SMES yield for D0 +D0). Different colours correspond to different cuts applied (indicated
on plot).

Figure 8.27: Invariant mass distribution of unlike charge sign π,K decay track candidates
for simulated Pb+Pb collisions at 150A GeV/c (assuming the AMPT phase space and the
SMES yield for D0 +D0). Different colours correspond to different cuts applied (indicated
on plot).
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Figure 8.28: Invariant mass distribution of D0 + D0 (assuming AMPT phase space) for
simulated Xe+La (left pad) and Pb+Pb (right pad) collisions at 150A GeV/c. Green line
represents the distribution for all reconstructed D0 +D0, red line represents D0 +D0 after
applying the background suppression cuts.

Correction factor for Correction factor for
Xe+La at 150A GeV/c Pb+Pb at 150A GeV/c

AMPT / PHSD AMPT / PHSD

acceptance + efficiency 4.98% / 3.38% 4.70% / 3.71%
+ background suppression cuts 1.07% / 0.74% 1.03% / 0.87%

Table 8.1: Information about the corrections for the D0+D0 signal for Xe+La and Pb+Pb
at 150A GeV/c data.

above effects. This was done by obtaining the registered D meson yield and comparing
it to amount set initially in the generated events. Fig. 8.28 shows invariant mass distri-
butions of only signal pair combinations, that were registered in the detector (left pads)
and that passes background suppression and geometrical cuts (right pads).

Table 8.4.3 presents the correction values for Xe+La and Pb+Pb at 150A GeV/c
data assuming signal distribution according to the AMPT and the PHSD models. The
indicated corrections were used for calculation of the total yield of D0 +D0.

8.4.4 Expected signal according to different models

Obtained from real data the invariant mass distribution for D0 + D0 candidates were
compared to the distributions obtained in the simulation study with the yield according
three different model expectations: PHSD, the NA50/NA60 predictions and SMES.

As it was mentioned earlier, as the input for the GEANT4 simulations the mixed
events were created: each generated AMPT event (background) was enriched with 5 D0

or D0 mesons distributed according to the AMPT or PHSD phase space distribution. For
both cases, about 1M events were simulated and reconstructed. To obtain the results for
different yield predictions in the reconstructed events D0 or D0 were randomly discarded
according to the predictions. Also, in order to obtain plots for similar statistics as for real
data the background on the invariant mass spectra was parametrised with the exponential
function (see Chapter 7). This parametrization was then used for random generation of
the background with the desired statistics. Thus, the plots shown in Fig. 8.29 and Fig. 8.30
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could be directly compared to those obtained for real data (Fig. 7.3 and Fig. 7.3).
Fig. 8.29 and Fig. 8.30 present the invariant mass distribution of the reconstructed

simulated D0 + D0 distributed according to the AMPT phase space. The distributions
are plotted for the D0 +D0 yield predicted by PHSD (left pads), the NA50/NA60 (middle
pads) and SMES (right pads). The values of the yields are discussed below. It is seen,
that in case of PHSD the signal is not visible, while in case of SMES the D0 + D0 is
well pronounced and the SNR is high. In case of the predictions by the NA50/NA60 one
obtains the weak indication of the signal, which corresponds to the result obtained for
the real data. The detailed discussion of the result are presented in Chapter 9.

Figure 8.29: Invariant mass distribution of reconstructed simulated D0 + D0 distributed
according to the AMPT phase space. The total D0 +D0 yield is predicted by PHSD (left
pad), the NA50/NA60 (middle pad) and SMES (right pad). The red line represents the
Gaussian fit. The distributions are plotted for Xe+La at 150A GeV/c data.

Expected signal according to the PHSD predictions

According to the results based on PHSD event generator, the D0 + D0 yields for 20%
central Xe+La and Pb+Pb collisions are predicted to be

N(D0 +D0)Xe+La ≈ 0.042,

N(D0 +D0)Pb+Pb ≈ 0.079.

Expected signal according to the NA50/NA60 predictions

As it was discussed in Chapter 2 the NA50/NA60 Collaboration found, that the pQCD
based model cannot describe the dimuon invariant mass spectrum between φ and J/ψ
peaks in central Pb+Pb collisions (Fig. 2.5). However, the spectrum can be reproduced
when the contribution from open charm Dalitz decays is scaled up by a factor of about 3.
Thus, based on the pQCD inspired HSD model (Fig. 2.7), the D0 +D0 yield is predicted
to be N(D0 +D0)Pb+Pb ≈ 0.6.

The predictions for the yield for 20% of the central Pb+Pb and Xe+La collisions can
be obtained by re-scaling the result for central Pb+Pb by number of binary collisions
〈Ncoll〉 (as predicted in dynamical approach) or by number of participants 〈Npart〉 (as
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Figure 8.30: Invariant mass distribution of reconstructed simulated D0 + D0 distributed
according to the AMPT phase space. The total D0 +D0 yield is predicted by PHSD (left
pad), the NA50/NA60 (middle pad) and SMES (right pad). The red line represents the
Gaussian fit. The distributions are plotted for Pb+Pb at 150A GeV/c data.

predicted in statistical approach). Thus, assuming scaling of the open charm yields with
Ncoll and taking into account that: 〈Ncoll〉 = 331.1 for 20% of the most central Xe+La
collisions, 〈Ncoll〉 = 598.8 for 20% of the most central Pb+Pb collisions and 〈Ncoll〉 = 1050
for central Pb+Pb collisions, the estimated D0 +D0 yields for 0-20% centrality are:

N(D0 +D0)Xe+La,dynamicalscaling ≈ 0.19,

N(D0 +D0)Pb+Pb,dynamicalscaling ≈ 0.34.

On the other hand, assuming assuming scaling with Npart and taking into account that
〈Npart〉 = 173.7 for 20% of the most central Xe+La collisions, 〈Npart〉 = 272.5 for 20%
of the most central Pb+Pb collisions and 〈Npart〉 = 414 for central Pb+Pb collisions the
predicted yields of D0 +D0 for 0-20% centrality are:

N(D0 +D0)Xe+La,statisticalscaling ≈ 0.25,

N(D0 +D0)Pb+Pb,statisticalscaling ≈ 0.39.

Expected signal according to the SMES predictions

The SMES calculations predict for central Pb+Pb collisions at 158A GeV/c 〈cc̄〉 to be
about 17 [20]. After scaling this value from 158A GeV/c to 150A GeV/c according to
Fig. 2.3 (left pad) [24] and number of participants one gets 〈cc̄〉 ≈ 6.3 for Xe+La and
〈cc̄〉 ≈ 9.9.

These prediction of 〈cc̄〉 can be recalculated to N(D0 + D0) assuming, that 62% of
total charm hadronizes to D0 and D0 mesons (according to PHSD, Fig. 2.2). Thus, the
D0 +D0 yield is predicted to be

N(D0 +D0)Xe+La ≈ 3.9,

N(D0 +D0)Pb+Pb ≈ 6.1.

Note, that similar estimated calculations of the D0 + D0 yield provided in [9] assumed,
that about one third of charm converts to D0 and D0 mesons based on p+p data [83].
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Chapter 9

Discussion and outlook

9.1 Discussion of the obtained results

The obtained summed yield of the D0 and D0 mesons can be compared to discussed
earlier model predictions, namely: the PHSD model, the NA50/NA60 estimation, and
the SMES model. A quantitative comparison of the results to the models is presented in
Table 9.1. An error of at least 20% should be assigned to the model estimations, arising
from several uncertainties in the calculations.

Prediction Xe+La at 150A GeV/c Pb+Pb at 150A GeV/c

PHSD 0.042 0.079
NA50/NA60 (dynamical scaling) 0.19 0.34
NA50/NA60 (statistical scaling) 0.25 0.39

SMES 3.9 6.1
NA49 upper limit (98% CL) 1.5

yield (AMPT phase space) 0.10 ± 0.03 0.33 ± 0.18
yield (PHSD phase space) 0.15 ± 0.05 0.39 ± 0.21

upper limit (98% CL) (AMPT) 0.17 0.70
upper limit (98% CL) (PHSD) 0.25 0.82

Table 9.1: The expected yield of D0+D0 for three predictions: the PHSD model, the
NA50/NA60 estimation, the SMES model; the estimated upper limit by the NA49. On
the bottom of the table, the obtained experimental results and upper limits are presented
for two different phase space distributions of D0 + D0 according to the AMPT and the
PHSD models.

The PHSD predictions on D0 +D0 yields are about factor 2-4 smaller as compare to
the experimental result obtained in this work. On other hand, the obtained yields for
Xe+La and Pb+Pb collisions show good correspondence with the NA50/NA60 estima-
tions, assuming that D0 +D0 yield was scaled up relative to the HSD model: the values
overlap within the error bar. These two results might suggest that enhancement of open
charm is necessary to describe the data results. Thus would mean that the mechanisms
of c − c̄ creation included in the model are not sufficient to describe the observed open
charm production.

The expected yield of charm quarks in the SMES model is much higher then the ob-
served value. This might either mean that no QGP is formed or that it doesn’t exist long
enough to reach the equilibrium for the charm content. Thus the result suggests, that the
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statistical model is not applicable to describe charm production at these energies. How-
ever, it is worth to note, that the interpretation of the experimental results on strangeness
shows, that in case of strange quarks the equilibrium can be reached [20].

In the NA49 experiment the upper limit of the yield was estimated to be M(D0 +D0)
= 1.5 per event at 98% CL in Pb+Pb collisions at 158A GeV/c. For this analysis the
mixture of two data set was used: 3M events with centrality 0–23.5% and 0.8M events
with centrality 0–10%. These data can be recalculated to Npart = 272 and Ncoll = 598,
which corresponds to ≈0–20% centrality for Pb+Pb collisions. Thus, this result can be
compared to the obtained in Chapter 7 result for 20% of the most central Pb+Pb collisions
at 150A GeV/c. Both estimations of the upper limit discard the prediction made by SMES
model, however the result obtained in this study provides much stronger restriction. This
is due to improvement in the reconstruction accuracy provided by SAVD, which was not
enough sufficient to observe the open charm signal in NA49. Anyhow, the obtained result
shows consistency with the NA49 result.

Comparison of the obtained yields for Pb+Pb and Xe+La collisions open the possibil-
ity to estimate which scaling (according to 〈Ncoll〉 or according to 〈NP 〉) shows a better
performance.

Thus, assuming dynamical approach for scaling the Xe+La result assuming the AMPT
phase space (〈Ncoll〉 = 331.1 for 20% of the most central Xe+La collisions, 〈Ncoll〉 = 598.8
for 20% of the most central Pb+Pb collisions) the estimation for the D0 + D0 yield for
Pb+Pb would be 0.18. And assuming statistical approach for scaling (〈Npart〉 = 173.7 for
20% of the most central Xe+La collisions, 〈Npart〉 = 272.5 for 20% of the most central
Pb+Pb collisions) the yield for Pb+Pb is estimated to be 0.16. Since the both values
are close one cannot conclude which scaling provides a better centrality dependence in
description of the charm production. Furthermore, since the scaled Xe+La result is
about factor 2 smaller then obtained result for Pb+Pb, it might suggest, that there is an
additional enhancement present in the heavier system, though the accuracy obtained in
the presented analysis does not allow to draw a strong conclusion.

9.2 Proposed open charm measurements after CERN

Long Shutdown 2

Looking forward, the NA61/SHINE experiment will be upgraded during the CERN Long
shutdown 2 from 2019–2021 to increase the data taking rate from 80 Hz to 1 kHz [12].

Within this task, the Vertex Detector will be also upgraded to provide a rate capability,
which exceeds the one of SAVD by one order of magnitude. The related data rate is found
to exceed the possibilities of the MIMOSA-26AHR sensors used so far in SAVD. Also,
because of the increase of the expected radiation doses other sensors then the MIMOSA-
26AHR had to be considered.

The upgraded VD will be based on the Monolithic Active Pixel sensors called ALICE
PIxel DEtector (ALPIDE) developed for ALICE ITS [84, 62]. Using of the ALPIDE
sensors will allow to reduce the read-out time to 10 µs, which fulfils the requirements for
the NA61/SHINE upgrade.

In 2016 during test Pb+Pb at 150A GeV/c data taking one ITS Inner Barrel stave
with 9 ALPIDE chips (the green vertical structure in Fig. 3.4), was installed for testing its
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Figure 9.1: GEANT4 visualization of the current SAVD (left pad) and the proposed
version of the upgraded Vertex Detector (right pad). Grey rectangles illustrate sensors,
grey circles illustrate the target.

Year Reaction Events

2021 Pb + Pb 150A GeV/c 250M
2022 Pb + Pb 150A GeV/c 250M
2023 Pb + Pb 40A GeV/c 250M

Table 9.2: The NA61/SHINE data taking plan for the open charm measurements.

performance in the NA61/SHINE radiation environment [85]. Also, during 2018 Pb+Pb
at 150A GeV/c ALPIDE sensor was put directly on the beam in SPS H4 beam line
(parallel to SPS H2 beam line on which NA61/SHINE is located). These tests showed,
that the ALPIDE sensors can successfully operate at the NA61/SHINE track density
environment.

Also, as another advantage, the ALPIDE sensors can reach plateau of 100% detection
efficiency keeping very low noise level (≤ 10−6 versus ≤ 10−4 for MIMOSA-26AHR).

Furthermore, the upgraded VD will have larger acceptance for each station (see Fig-
ure 9.1). It is planned to increase number of sensors from 16 to 46 (also, size of the
APLIDE sensor is slightly higher then of MIMOSA-26AHR: 13.8 × 30 cm2 versus 10.6 ×
21.2 cm2).

The upgraded VD will use the most of the mechanics and infrastructure as was used
in SAVD. It would be located inside He-filled enclosure. The sensors will be mounted on
vertically oriented carbon fibre ladders, which are the same as those that will be used in
the Inner Barrel of the new ALICE ITS. The location of stations would be similar as for
SAVD: four stations positioned at about 5, 10, 15 and 20 cm from the target.

More details about the upgraded Vertex Detector could be found in [12].

The simulations performed using the AMPT event generator as input show that about
21% (AMPT phase space) or 17% (PHSD phase space) (≈4 times better than for SAVD)
of all D0 + D0 in the π,K decay channel can be registered within the acceptance of the
upgraded Vertex Detector. Figure 9.2 shows the generated D0 + D0 and accepted by
SAVD and by the upgraded VD (for the same generated events). Note, that it is an
estimation of the acceptance since the geometry the upgraded VD will be a subject of
the future optimization study. The total uncertainty of 〈D0〉 and 〈D0〉 is expected to be
about 10% and is dominated by systematic uncertainty.

The data taking plan related to the open charm measurements in 2021–2023 is shown
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Figure 9.2: AMPT simulation of trans-
verse momentum and rapidity distribu-
tions of D0 +D0 mesons produced in cen-
tral Pb + Pb collisions at 150A GeV/c
corresponding to 1M events (according to
the AMPT phase space). Upper pad: all
generated D0 +D0 mesons. Bottom pads:
D0 +D0 mesons in the π,K decay channel
and both decay products registered by the
upgraded VD and the TPCs and passing
background suppression and quality cuts
for SAVD (left pad) and for the upgraded
VD (right pad).
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in Table 9.2. In total, 500M minimum bias Pb + Pb events are expected to be collected
at the top SPS energy. The proposed program will allow to perform systematic studies
of D0, D0, D+, and D− production. This study will provide the total cc̄ yield in central
Pb+Pb collisions needed to investigate the mechanism of charm production. Moreover,
the data will allow to establish the centrality dependence of 〈cc̄〉 in Pb+Pb collisions at
150A GeV/c and thus address the question of how the formation of QGP impacts J/ψ
production.
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Chapter 10

Conclusion

The study of open charm meson production provides an efficient tool for detailed investi-
gations of the properties of hot and dense matter formed in nucleus-nucleus collisions. In
particular, charm mesons are of vivid interest in the context of the phase-transition be-
tween confined hadronic matter and the quark-gluon plasma as well as for interpretation
of data on J/ψ production.

The first estimate of the upper limit of mean multiplicity of D0 and D0 mesons by
a direct measurement was done by the NA49 experiment in Pb+Pb collisions at the top
SPS energies, i.e. 158A GeV/c corresponding to

√
sNN = 17.3 GeV for Pb+Pb. The

NA38/NA50 and NA60 experiments measured precisely charmonia production at the top
SPS energies via measurements of dimuon production. This study also allowed for an
indirect estimate of open charm.

Recently, the experimental setup of the NA61/SHINE experiment was supplemented
with a small-acceptance version of the Vertex Detector (SAVD) which was motivated by
the importance and the possibility of the first direct measurements of open charm mesons
in heavy ion collisions at SPS energies.

The main purpose of SAVD is the improvement of track resolution near the interaction
point to allow reconstruction of secondary vertices which are located near the primary
vertex. The developed track and vertex reconstruction algorithm (Chapter 4) for SAVD
shows feasibility of very fine spatial resolution which was not possible before.

The NA61/SHINE physics data taking on open charm production in Xe+La and
Pb+Pb collisions at 150A GeV/c was conducted in 2017 and 2018. These data were
calibrated (Chapter 5) and 20% of most central events were selected for the analysis
(Chapter 6).

The study of D0 + D0 was done via their two-body decay channel D0 → π+ + K−

and D0 → π− +K+ (Chapter 7). The analysis showed the indication of D0 +D0 signal,
which allowed to estimate the yield for 0–20% central Xe+La collisions at 150A GeV/c:

N(D0 +D0)Xe+La,AMPT = 0.10± 0.03,

N(D0 +D0)Xe+La,PHSD = 0.15± 0.05,

and the yield for 0–20% central Pb+Pb collisions at 150A GeV/c:

N(D0 +D0)Pb+Pb,AMPT = 0.33± 0.18,

N(D0 +D0)Pb+Pb,PHSD = 0.39± 0.21.
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Also, the upper limit of the total yield of D0 +D0 at 98% CL was estimated to be

M(D0 +D0)AMPT,Xe+La = 0.17,

M(D0 +D0)PHSD,Xe+La = 0.25,

for 0–20% central Xe+La collisions at 150A GeV/c and

M(D0 +D0)AMPT,Pb+Pb = 0.70,

M(D0 +D0)PHSD,Pb+Pb = 0.82.

for 0–20% central Pb+Pb collisions at 150A GeV/c.
For obtaining the corrections and comparison with model predictions the simulation

in GEANT4 was performed (Chapter 8): the background was described using the AMPT
model and for parametrisation of the signal phase space the AMPT and the PHSD models
were used. Note, that measurements of D0 +D0 phase space are needed to remove model
dependence of the derived yields.

The obtained results were compared with the yields obtained according to three pre-
dictions, namely: for the PHSD model predictions, for the NA50/NA60 estimations and
for the SMES predictions. The PHSD predictions on D0 +D0 yields are about factor 2-4
smaller as compare to the experimental result obtained in this work. Furthermore, com-
parison of the obtained yield with PHSD and NA50/NA60 shows good correspondence
with the obtained yields for Xe+La and Pb+Pb collisions: the values overlap within the
error bar. These two results might suggest that enhancement of open charm is necessary
to describe the data results. Thus would mean that the mechanisms of c − c̄ creation
included in the model are not sufficient to describe the observed open charm production.

The obtained result on D0 +D0 yield for Xe+La and Pb+Pb is not compatible with
the SMES expectations. This could mean either, that no QGP was created or that
the temperature and life-time of the QGP are such that the charm quark doesn’t reach
equilibrium.

The upper limit of the yield estimated by the NA49 M(D0 + D0) = 1.5 per event
at 98% CL in Pb+Pb collisions at 158A GeV/c shows consistency with the upper limit
obtained within the performed study. Since the ability to background suppression in the
NA61/SHINE was significantly improved as compared to the NA49, the obtained within
this study result shows better precision.

Also, by comparing the obtained yield for Pb+Pb and Xe+La collisions one can es-
timate which scaling of the yield from one system to another shows better performance:
by number of binary collisions 〈Ncoll〉 (as predicted in dynamical approach) or by number
of participants 〈Npart〉 (as predicted in statistical approach). However it was obtained,
that both scaling provide values that are close, thus one cannot conclude which one pro-
vides a better consistency in description of the charm production versus the system size.
Also, since the scaled Xe+La result is about factor 2 smaller then the obtained result
for Pb+Pb, it might suggest, that there is additional enhancement present in the heavier
system, though the accuracy obtained in the presented analysis does not allow to draw
strong conclusion.

Furthermore, the NA61/SHINE experiment plans a systematic measurements of open
charm production in Pb+Pb collisions in the period 2021-2024 after the major detector
upgrade conducted during the Long Shutdown 2. These future data will allow for the more
detailed research to establish the collision energy dependence of 〈cc̄〉 at SPS energies and
address the question of how the onset of deconfinement impacts charm production.
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