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Streszczenie

W poniższej pracy rozważam fizyczne układy, w których pole grawitacyjne od-
działuje z materią różnego typu. Takie układy są w Ogólnej Teorii Względności
opisywane równaniami Einsteina z materią. W pracy skupiam się na metodach
perturbacyjnych, które są jednym ze sposobów radzenia sobie z dużym stopniem
skomplikowania tych równań. W pierwszej części pracy prezentuję wyprowadzenie
równań „master” dla liniowych zaburzeń układów grawitacyjnych oddziałujących
z polem Maxwella i polem skalarnym w dowolnej liczbie wymiarów. Ten wynik
jest owocem współpracy z A. Jansenem oraz A. Rostworowskim. W drugiej czę-
ści pracy prezentuję wyprowadzenie równania „master” dla nieliniowych zaburzeń
czasoprzestrzeni Reissnera–Nordströma. W trzeciej części pracy, używając nieli-
niowych metod perturbacyjnych, pokazuję, że pomimo obiecujących przesłanek,
regularne rotujące grawastary nie są dobrymi kandydatami na źródło materialne
dla rozwiązania Kerra. Ostatnia praca jest owocem współpracy z A. Rostworow-
skim.

Abstract

In this thesis I consider gravitational systems interacting with various types
of matter. Such systems are described by the non–vacuum Einstein equations. I
focus on perturbative methods, which are one of the ways to handle the complex-
ity of these equations. Firstly, I present the derivation of the master equations
for the linear perturbations of the Einstein–Maxwell–scalar systems in arbitrary
dimensions. This result is an effect of the joint work with A. Jansen and A.
Rostworowski. Secondly, I present the derivation of the master equations for the
nonlinear perturbations of the Reissner–Nordström spacetime. Finally, using non-
linear perturbation methods I show that the regular rotating gravastars are not
good candidates for the source of the Kerr metric, although they seemed to be a
promising candidates for this role. The last results is an effect of the joint work
with A. Rostworowski.
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1 Introduction

1.1 Preface

This thesis is based on three publications [1, 2, 3] that I am an author or a co–author
of. It consists of two parts: the goal of the first part (Sections 1–5) is to describe what
articles [1, 2, 3] contain, to specify my contribution, describe the methods that were
used and discuss the results. Thus, the first part of the thesis does not contain any
new results, it is rather a guide on the aforementioned articles. The second part of the
thesis contains articles [1, 2, 3]. Articles are not discusses in the chronological order
([2] appeared earlier that [1]), because [2] and [3] are closely related to each other and
it is logical to present them one after another.

The first part is organised as follows: in Section 1 I provide a short introduction
which summarises useful concepts from the theory of gravitational perturbations, in
Sections 2, 3, 4 I discuss papers [1, 2, 3] and in Section 5 I summarize the thesis.

1.2 A note on the notation

Three papers [1, 2, 3] are closely related to each other both by the topic (perturbations
of Einstein equations with matter) and by the mathematical apparatus. However, the
perturbation theory of Einstein equations is a huge field, and these papers fall into three
slightly distinct categories. The first paper [1] provides a formalism for dealing with
linear perturbations in Einstein–Maxwell–scalar systems and it is mostly useful for the
AdS/CFT community. The second paper [2] provides a formalism for nonlinear per-
turbations of Reissner–Nördstrom black holes and fits into the field of theoretical work
on nonlinear perturbations in GR. It’s conventions and notations are the same as in a
paper by Rostworowski [4], since it is a generalisation of his scheme. The third paper
[3] is about slowly rotating gravastars and fits into the field of slowly rotating stars in
General Relativity, which is mostly based on Hartle formalism [5]. However, since it
exploits works [4] and [6], it borrows notation and conventions from them. Unfortu-
nately, people from different communities often use different nomenclature, conventions
and notation. What’s more, I was also introducing some changes between the papers,
which was usually caused by finding the new notation or convention advantageous (eg.
in [2] I was using angle θ as one of the variables on the sphere, but later I learned
that it’s simpler and more efficient to use u = cos(θ) instead). These factors led to the
differences in the notation and conventions between the papers. Throughout the text
I will emphasise every discrepancy in notation and I hope that this inconvenience will
not become confusing for the reader.

1.3 Perturbation Einstein Equations

General Relativity (GR), introduced more than a hundred years ago by Albert Einstein
[7], is a classical theory o gravity. It can describe both vacuum systems, such as black
holes or empty space outside the astrophysical objects and systems with matter such
as stars, clouds of dust, accretion discs, the universe as a whole and more. Firstly even
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Einstein himself did not believe in a possibility of finding nontrivial analytical solutions
to his equations, but luckily he was wrong. Now we know a number of exact solutions
to Einstein equations [8], out of which the most important for astrophysics and cosmol-
ogy are the Schwarzschild [9] and Kerr [10] black holes and the cosmological solutions
[11, 12, 13, 14, 15, 16]. However, due to an immense complexity of Einstein equations,
all the exact solutions admit some symmetries to simplify the equations. Seeking for the
exact solutions with little constraints on the symmetry of a system is usually doomed
to failure. There are two main ways of dealing with this problem: one is to use com-
puters to solve the equations for us. Due to a huge progress in computer efficiency
and in numerical methods, simulations of colliding compact objects [17, 18, 19, 20],
relativistic discs [21, 22], large scale inhomogeneous universe [23] and more are now
possible. Numerical simulations, however, are not a cure for all the problems in GR.
The second alternative to searching for the exact solutions are the perturbative meth-
ods. These methods base on the Taylor expansion of the metric tensor into series in
some parameter. One of the very important outcomes of the perturbative methods is
the Post–Newtonian (PN) formalism, which bases on the expansion of the metric into
series in 1

c
[24, 25]. This formalism is an important link in the process of obtaining

gravitational wave signal templates - within it’s range of applicability it is faster and
easier to use than the numerical evolution of unperturbed Einstein equations. PN for-
malism, however, is applicable to the weak–field problems (i.e. metrics not too far from
the Minkowski space). The methods I describe in this manuscript are useful to the
different situations, namely to systems which are approximately (in zeroth perturba-
tion order) a nontrivial solution to Einstein equations. As an illustrative example, we
can take a slowly rotating, but massive Kerr black hole - it can be approximated by a
Schwarzschild solution and some perturbation associated with the rotation, but it can-
not be regarded as a perturbation of the Minkowski spacetime (at least close to a black
hole). These methods find application in many branches of GR - stability analysis,
rotating stars, cosmological structure formation, accretion discs, self force, AdS/CFT
correspondence and more. Now I will introduce basic notions of the perturbation theory
in GR.

Let’s consider a metric g on a d-dimensional manifold M. Einstein Equations are
a set of differential equations for the components of g and functions of the matter
components:

Rµν −
1

2
Rgµν + Λgµν =

8πG

c4
Tµν , (1)

whereRµν andR = Rµ
µ denote Ricci tensor and Ricci scalar of the metric g, respectively,

Λ denotes the cosmological constant, Tµν denotes the energy–momentum tensor and G
and c denote the Newton’s gravitational constant and the speed of light. We can
organise Ricci tensor and Ricci scalar into the Einstein tensor Gµν = Rµν − 1

2
Rgµν .

The interpretation of the Λ term in Einstein equations is ambiguous - it can be either
regarded as a geometrical feature of the universe, or as an existence of the constant–
density perfect fluid with an equation of state p + ρ = 0, where p and ρ stand for
pressure and density, respectively. In the section about the rotating gravastars 4, we
consider such a system. From now on we use geometric units, namely we set G = c = 1.
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The main difficulty in solving (1) is the high nonlinearity of equations. Approximate
methods are a way to get rid of these nonlinearities, but for a prize of the infinitely
many equations to solve. To see this, let’s assume that we already know a solution to
(1) and let’s denote it with ḡ and Θ̄, where Θ̄ are some matter fields, which we do not
specify for now. We will refer to ḡ and Θ̄ as to the background or zeroth order solution
and all the quantities with bar, such as Ricci tensor R̄µν or Ricci scalar R̄ will refer
to the background solution. Now let’s expand g and Θ, which are a new, unknown
solution to Einstein equations into Taylor series around the background:

gµν = ḡµν +
∞∑

i=1

(i)hµνε
i , (2)

Θ = Θ̄ +
∞∑

i=1

(i)θεi , (3)

where (i)hµν and (i)θ are metric and matter perturbations of order i and ε is a perturba-
tion parameter - a quantity according to which the expansion is performed. Please note
that there is no usual i! term in the denominators of (2),(3). Unfortunately, different
authors use different conventions and, what’s even more unfortunate, my papers are
also not consistent in this convention: [2] does not include and [3] does include i! in
the denominator. This is due to the fact, that the former is partially based on paper
[4] and for the easy comparison of the formulas we follow it’s conventions, whereas
the latter uses extensively the general gauge transformations formalism from [6], whose
conventions we follow. Fortunately, [1] contains only linear analysis and does not suffer
from this confusion.

Metric g and matter fields Θ are now expressed by an infinite sum of it’s perturba-
tions (i)h, (i)θ. We plug these expansions into Einstein equations and we obtain a system
which looks in the following way:

Gµν(ḡ + (1)hε+ ...) + Λ(gµν + (1)hµνε+ ...) = 8πTµν(ḡ + (1)hε+ ..., Θ̄ + (1)θε+ ...) .
(4)

We can collect terms in (4) according to the powers of ε, and rewrite Einstein equations
as an infinite system of differential equations for (i)hµν and (i)θ that from now on we call
perturbation Einstein equations. One can notice that in every perturbation order (by
order we mean a power of ε), Einstein equations follow the same universal pattern:

δG((i)h)µν + Λ(i)hµν − 8π(i)tµν = (i)Sµν . (5)

Perturbation of Einstein tensor δG is defined as:

δG(h)µν = ∆L(h)µν −
1

2

(
ḡαβ∆L(h)αβ + hαβR̄αβ

)
− 1

2
R̄hµν , (6)

where ∆L denotes the so–called Lichnerowicz operator: ∆L(h)µν = 1
2
(−∇̄α∇̄αhµν −

∇̄µ∇̄νh
α
α − 2R̄µανβh

αβ + ∇̄µ∇̄αhνα + ∇̄ν∇̄αhµα) [4, 26, 27, 28]. By (i)tµν we denote a
perturbation of the energy–momentum tensor. It’s explicit form depends on the matter
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we consider. Please note that in [2] the energy–momentum tensor is traceless, therefore
Ricci scalar is zero and equations simplify. The source terms (i)Sµν consist of all lower
order quantities that give rise to εi and their construction is a purely algebraical task.
Let’s assume that we already know a solution up to order i:

g̃ = ḡ +
i∑

j=0

(j)hµν , (7)

Θ̃ = Θ̄ +
i∑

j=0

(j)θ . (8)

Source for Einstein equations of order i+ 1 is given by

(i)Sµν = [i+ 1]
(
−Gµν(g̃) + 8πTµν(g̃, Θ̃)

)
, (9)

where [k] (f) denotes the kth order expansion of f in ε. In the first order, there are
no source terms and the system is homogeneous. If Einstein equations are supported
by other equations (such as Maxwell equations), one has to construct sources for these
additional equations as well.

What we have achieved so far, is changing the system of nonlinear equations (1)
into the system of infinitely many, but linear equations (5). This linearity simplifies
calculations and is a great advantage of perturbation scheme. Of course, equations have
to be solved order by order, because for the construction of the sources at a given order,
we need to know all the lower–order solutions.

1.4 Polar expansion

From now on we assume that the background metric is static and has a maximally
symmetric patch of the dimension n ≡ d − 2. It is well known that in 4 dimensions,
perturbation Einstein equations for perturbations of static and spherically symmetric
systems split into two sectors: axial and polar (in contrary to the cosmological pertur-
bations, where the maximally symmetric patch is 3-dimensional and the third sector
appears). Unfortunately the literature is not consistent on the names of the sectors (see
Table 1 in [1]). In [2] and [3] we stick to axial and polar names, but in [1] we use vector
and scalar instead. In the dimensions higher than 4 an additional sector appears and
its usual name is tensor.

Axial perturbations of the Schwarzschild black hole were firstly treated in a classic
paper by Regge and Wheeler [29] in which authors derived a master wave equation for
the axial perturbations. The solution to master wave equation is sufficient to recover
the solution to perturbation Einstein equations in a given sector and at a given order.
Polar perturbations, due to the higher complexity, were waiting for their turn for more
than 10 years and finally Zerilli [30] provided an analogue of the Regge–Wheeler master
equation for the polar perturbations.

In papers [1, 2, 3] the background is assumed to be, respectively, a static black hole
with a maximally symmetric horizon, Reissner–Nordström spacetime and the de Sitter
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spacetime. Let me remind how to split metric and other tensors (e.g. field–strength
tensor) into certain sectors in 4 dimensions. For that we will consider symmetric and
antisymmetric tensors separately. We base this part on papers [31, 32, 33] and on the
Appendix A of [1].

When the background metric is static and spherically symmetric, we expect Einstein
equations to decouple into (t, r) and (θ, ϕ) parts. What’s more, the perturbations split
into three parts that transform differently under rotations. For a tensor T we can make
the following division (see Eq. (11) in [32]):

T =




S S V
S S V

V V T



, (10)

where S transforms as a scalar, V transforms as a vector and T transforms as a tensor.
We can now ask what scalars, vectors and tensors build those blocks? They should all
be built of spherical harmonics Ylm (where l = 0, 1, ... and m = 0, 1, ..., l), since they
are the eigenfunctions of a laplacian on a sphere. Therefore the scalar S = Ylm builds
the scalar part of the tensor. The accessible vectors we can build out of Ylm are:

V 1
a = DaYlm , (11)
V 2
a = εabD

bYlm , (12)

where Da denotes a covariant derivative compatible with a metric on a two sphere γab
and εab is the Levi-Civita tensor. The accessible symmetric tensors are:

T 1
ab = DaDbYlm , (13)
T 2
ab = Ylmγab , (14)

T 3
ab =

1

2
(εcaDbDcYlm + εcbDaDcYlm) =

1

2

(
DaV

2
b +DbV

2
a

)
. (15)

The accessible antisymmetric tensors are:

T 4
ab = Ylmεab , (16)

T 5
ab =

1

2
(εcaDbDcYlm − εcbDaDcYlm) =

1

2

(
DaV

2
b −DbV

2
a

)
. (17)

Other antisymmetric tensors we could construct are either zero or proportional to T 4.
Now the perturbation tensors are built out of the quantities listed above multiplied by
unknown functions of t and r and put into the full metric in proper places according
to (10). The key observation for the decoupling is that the objects we constructed
behave differently under reflections: Ylm gains multiplication factor (−1)l under the
space inversion (θ, ϕ)→ (π − θ, π − ϕ). Acting with a derivative on Ylm or multiplying
it by the metric γab does not change this behaviour, but multiplying Ylm by εab changes
the multiplication factor to (−1)l+1. The sector transforming with (−1)` is called the
polar sector and the sector transforming with (−1)`+1 is called the axial sector. Since
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Einstein equations do not contain multiplication by εab, they preserve the parity of
the perturbations and also split into two sectors. This allows to consider equations
for both sectors separately. This can be also regarded as the helicity decomposition -
perturbations in the polar sector have helicity h = 0 and in axial sector helicity h = 1.
To sum up, for the symmetric tensor we have 7 polar (3 scalars S, 2 vectors V 1 and 1
tensor T 1 and 1 tensor T 2) and 3 axial components (2 vectors V 2 and 1 tensor T 3) and
for the antisymmetric tensor we have 3 polar (1 scalar S and 2 vectors V 1) and 3 axial
components (2 vectors V 2 and 1 tensor T 4). The explicit form of the polar expansion of
the perturbations is provided in Eq. (15)-(24) of [2]. This expansion can be generalised
to higher dimensions, where for d > 4 there appears another sector (see e.g. Appendix
A in [1], where we follow Mukohyama [33]).
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2 Master equations and stability of Einstein-Maxwell-
scalar black holes

The classic papers [27, 28] by Kodama and Ishibashi provided the formalism to treat
linear perturbations of Schwarzschild and Reissner–Nordström spacetimes in full gen-
erality (arbitrary dimension and topology of the horizon). In their approach, by clever
transformations and combinations of linearized Einstein equations, they obtained the
master scalar equations governing the system. This approach, however, becomes trou-
blesome as the equations become more complex. For example, the general master
equations for the Einstein–Maxwell–scalar systems were not known. Our article [1] fills
this gap by utilising the “ansatz” approach used for the nonlinear perturbations by [4].
As a result, we obtain master scalar equations for the Einstein–Maxwell–scalar systems
in n+ 2 dimensions, where n is the dimension of the maximally symmetric patch of the
background spacetime (e.g. 2-dimensional sphere in the Schwarzschild case).

The paper [1] has been written by three authors: A. Jansen, A. Rostworowski and
myself and we have different contributions to the different parts of the paper:

• The main result (master equations for the general system) is an effect of collabo-
ration and teamwork between authors. However, the final version of the equations
that includes a generalisation to the arbitrary dimension and topology was ob-
tained by A. Jansen and he is the main contributor to this outcome.

• Treatment of the special cases and coordinate transformations (Appendices B and
D): this part was done by myself apart from the planar case, which was done by
A. Jansen.

• Applications of the derived formulas to stability and calculating quasinormal
modes (Section 4, Appendix E): this part was done by A. Jansen.

• Comparison between our results and the results by Kovtun and Starinets (Ap-
pendix E): this part was done by A. Rostworowski.

Below I describe only the parts that I contributed to.

2.1 Linear perturbations of Einstein–Maxwell–scalar equations

Let’s consider the Einstein–Maxwell–scalar system defined by the action:

S =

∫
dn+2x

√−g
(
R− 2Λ− η(∂φ)2 − 1

4
Z(φ)F 2 − V (φ)

)
, (18)

where by R is the Ricci scalar, Λ is the cosmological constant, η is an arbitrary constant,
φ is the scalar field, Z(φ) is the arbitrary function of φ describing the coupling between
the scalar and electromagnetic field, F 2 = FµνF

µν , where Fµν is the field–strength
tensor of the electromagnetic field, and V (φ) is an arbitrary potential of the scalar
field. In the equations, instead of F , we use the electromagnetic potential A, where
F = dA.
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As a background metric, we take a static n + 2 dimensional metric with the n-
dimensional maximally symmetric spatial patch. We work with Fefferman-Graham
(FG) coordinates, which reduce to Schwarzschild coordinates in 4 dimensions: (t, r, x1, ..., xn).
Solution to the background Einstein–Maxwell–scalar equations with the aforementioned
symmetry assumptions can be most generally written as:

ds2 = −f(r)dt2 +
ζ(r)2

f(r)
dr2 + S(r)2dX2

(n,K) , (19)

A = a(r)dt , (20)
φ = φ(r) , (21)

where:

dX2
(n,K) =





dx2
1 + ...+ dx2

n for K = 0 (planar case) ,
dΩ(n) for K = 1 (spherical case) ,
dH(n) for K = −1 (hyperbolic case) .

(22)

2.2 Main results

We consider linear perturbations of the metric δgµν , the electromagnetic potential δAµ
and the scalar field δφ. We introduce auxiliary names for some coordinates for a clearer
notation: x1 = x, x2 = y, xn = z.

We choose the following form of the perturbations:

δgµν =




htt 1/2htr htx 0 ... 0 htz
1/2htr hrr hrx 0 ... 0 hrz
htx hrx hxx 0 ... 0 hxz
0 0 0 hyy 0 0 hyz
...

...
... 0

. . . 0 0

0 0 0 0 0
. . . 0

htz hrz hxz hyz 0 0 hzz




,

δAµ =
(
at , ar , ax , 0 , ... , 0 , az

)
,

δφ = ϕ ,

(23)

where

hxx =
1

n

(
h+ − (n− 1)k2h−

)
,

hyy = · · · = hzz =
1

n

(
h+ + k2h−

)
.

(24)

All variables depend on t, r and x only. It turns out that such a choice is sufficient to
solve the most general case. In particular: for the perturbations of the Schwarzschild
black hole, the angular part of the solution can be decomposed into spherical harmonics
Ylm. However, equations for the t− r part of the perturbations are the same for every
m, therefore it is sufficient to assume the axial symmetry (m = 0) for the derivation
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of the master equations. What’s more, the perturbations htα, hrα, hxα and aα where
α = x2, ..., xn−1 follow the same equations as htz, hrz, hxz and az. Also hαβ, α, β =
x2, ..., xn−1 and α 6= β follow the same equation as hyz. Therefore, we put htα, hrα, hxα,
aα and hαβ to zero.

After expanding perturbations into eigenstates of the laplacian of the maximally
symmetric patch, the dependence of the perturbations on x can be decoupled and all
the variables depend on t and r only. Then perturbations (23) split into three sec-
tors, which are not mixed by the homogeneous part of perturbation Einstein equations.
Perturbations htt, htr, hrr, hrx, at, ar, ϕ belong to the scalar sector (helicity 0), pertur-
bations htz, hrz, hxz and az belong to the vector sector (helicity 1) and hyz belongs to
the tensor sector (helicity 2). For the details of the decomposition see Table 1 in [1].

The very important step of the whole calculation is dealing with the gauge trans-
formations. We have two types of gauge transformations: coordinate gauge transfor-
mations generated by a gauge vector ξµ(t, r) and gauge transformation of the electro-
magnetic field λ(t, r). The perturbations transform with gauge transformations as:

δgµν → δgµν − ∇̄µξν − ∇̄νξµ ,

δAµ → δAµ + ∇̄µλ− ξν∇̄νAµ − Aν∇̄µξ
ν ,

δφ→ δφ− ξν∇̄νφ .

(25)

Now we have two options: we can either use the gauge freedom to choose a spe-
cific gauge or we can build gauge invariants out of perturbations (23). We choose
the latter and we introduce gauge invariant quantities hµν , aµ and ϕ (see Eq. 3.4
in [1]). It turns out that we can construct 11 independent gauge invariant variables:
htt, htr, hrr, hrx, at, ar, ϕ in the scalar sector, htz, hrz, az in the vector sector and hyz
in the tensor sector. These are so–called Detweiler gauge invariants [34]. Their con-
struction, on example of the scalar sector is the following: we take variables htt, htr,
hrr, hrx, at, ar, ϕ and add to them linear combinations of the rest of variables and their
derivatives: h−, h+, htx. The coefficients of the linear combinations are chosen in such
a way that the gauge dependence of the whole expression vanishes. We do the same for
the vector and tensor sector obtaining:

Tensor sector:
hyz ≡ hyz , (26)

Vector sector:
htz ≡ htz − ∂thxz , (27)

hrz ≡ hrz − ∂rhxz + 2
S ′

S
hxz , (28)

az ≡ az , (29)
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Scalar sector:

htt ≡ htt − 2∂thtx + ∂2
t h− +

f ′

2nSS ′
(h+ + k2h−) , (30)

htr ≡ htr − 2∂rhtx + ∂t∂rh− + 2
f ′

f
htx −

f ′

f
∂th− −

ζ2

nfSS ′
∂t(h+ + k2h−) , (31)

hrr ≡ hrr −
ζ2

nfS ′S
∂r(h+ + k2h−) +

(
ζ2

2nf 2S2S ′
(Sf ′ + 2fS ′)− η ζ2

n2fS ′2
φ′2
)

(h+ + k2h−) ,

(32)

hrx ≡ hrx −
1

2
∂rh− +

S ′

S
h− −

ζ2

2nfSS ′
(h+ + k2h−) , (33)

at ≡ at − ∂tax −
a′

2nSS ′
(h+ + k2h−) , (34)

ar ≡ ar − ∂rax +
a′

2f
∂th− −

a′

f
htx , (35)

ϕ ≡ ϕ− φ′

2nSS ′
(h+ + k2h−) . (36)

The next three assumptions are the clue of our approach:

1. We assume that in each sector there exist master scalar variables. In the scalar
sector, we have all kinds of fields: gravitational, electromagnetic and scalar, there-
fore we assume the existence of 3 master scalar functions: Φ

(0)
2 , Φ

(0)
1 and Φ

(0)
0 . The

upper index h in Φ
(h)
s stands for the helicity and the lower index s stands for the

spin (s = 2 - gravity, s = 1 - Maxwell field, s = 0 - scalar field). In the vector
sector, we don’t have a scalar field, therefore we assume the existence of 2 mas-
ter scalars: Φ

(1)
2 and Φ

(1)
1 . In the tensor sector we have only gravitational field,

therefore we assume to have only one master scalar Φ
(2)
2 .

2. We assume that these master scalars fulfil systems of wave equations coupled
within each sector by a symmetric potential matrix W (h)

s,s′ which depend on r only:

�Φ(h)
s −W (h)

s,s′(r)Φ
(h)
s′ = 0 , (37)

where we sum over s′ index. For the scalar sector potential matrix has size 3x3,
for the vector sector it has size 2x2 and for the tensor sector it is just one function.

3. We assume that the gauge invariant variables hµν , aµ and ϕ are the linear com-
binations of master scalar functions from their sector and their derivatives. The
coefficients of these combination are functions of r only.

After plugging such an ansatz into linearised Einstein equations we are left with a sys-
tem of equations for the coefficients of the linear combinations from the assumption 3.
To be able to solve such a system, we use the assumption 2 to substitute second time
derivatives of the master scalar functions, what makes potentials appear in the equa-
tions. It turns out that solving such a system of equations is almost purely algebraical
task with only a few very simple ordinary differential equations to solve. As a result
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we obtain the expressions for gauge invariants and potentials W (h)
s s′ . Expressions for the

gauge invariants are too lengthy to write them down here and they can be found in [1]
(equations (3.5), (3.7) and (C.1)-(C.5)). Altough the equations for the potentials are
also quite obscure, we provide them below for an easier discussion. Potentials in the
scalar sector read:

W
(0)
0,0(r) =

k2

S2
+

φ′

D2ζ2

(
ζ2k2

nS ′
A+ FDSV + 2ηfφ′

(
FP + 4ζ4k2

(
k2 − (n− 1)K

))
+

2ηFDφ′ (Sf ′ + (n− 2)fS ′)

)
− 1

4ηζ2

(
V ′ − 2a′2Z ′2/Z

)
,

W
(0)
1,1(r) =

k2

S2
+
Za′2

D2ζ2

(
n2S ′2F (Sf ′ − 2(n− 1)fS ′) + 2fn2S2Za′2S ′2+

4fζ2
(
nS ′2

(
(2n− 3)k2 − n(n− 1)K

)
+ k2ηS2φ′2

)
+ 4ζ4k4

)
+

1

Z

(
Z ′

8ηζ2
V +

f(n− 1)S ′φ′

ζ2S
Z ′ − fZ ′′φ′2

2ζ2

)
+

2nfSS ′Z ′φ′a′2

Dζ2
−

(n− 1) (nf ′S ′ − fηSφ′2)

ζ2nS
+

3fZ ′2φ′2

4ζ2Z2
,

W
(0)
2,2(r) =

k2

S2
+

n− 1

nS2D2

(
4n2

(
k2 − nK

)
fS2a′2ZS ′2 − 8nζ4k4K + 8ηζ2fS2φ′2k2

(
k2 − nK

)
+

2n2S ′2F
(
Sf ′

(
2k2 − nK

)
+ 2fS ′

(
(n− 2)k2 − n(n− 1)K

))
+

8ζ2
(
nS ′

(
fS ′

(
k4 − n(n− 2)k2K + n2(n− 1)K2

)
− k4Sf ′

))
)
,

W
(0)
0,1(r) = − k

√
Za′√

2D2ζ
√
η

(
A+DSV +

D2Z ′

SZ
+ 2ηDSfφ′2Z ′/Z+

4ηfφ′
(
P − n(n− 1)S ′2F − 2ζ2S ′

(
(1− 2n)k2 + n(n− 1)K

))
)
,

W
(0)
0,2(r) = k

√
k2 − nK

√
n− 1√

n
√
ηSD2

(
A+DSV + 4ηfφ′

(
P + 2ζ2nS ′

(
k2 − (n− 1)K

))
)
,

W
(0)
1,2(r) = −

√
k2 − nK

√
2
√
n− 1

√
Za′

ζ
√
nSD2

(
2fn2S2Za′2S ′2 + n2Sf ′S ′2F+

4fζ2
(
nS ′2

(
k2(n− 2)−K(n− 1)n

)
+ k2ηS2φ′2

)
+DfnSS ′φ′Z

′

Z
+ 4ζ4k4

)
,

(38)
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where

V(r) = −2ζ2V ′ + a′2Z ′ .

F(r) = 2fS ′ − Sf ′ ,
D(r) = 2ζ2k2 − nS ′F ,
P(r) =

(
ηS2φ′2 − nS ′2

)
F ,

A(r) = 4nηfS ′S2Za′2φ′ .

(39)

For the clear presentation, primes denote derivatives with respect to r when they act
on functions of r, and they denote functional derivatives with respect to φ when they
act on functionals of φ: V , Z or V .

Potentials in the vector sector read:

W
(1)
1,1(r) =

k2

S2
− f ′S ′

ζ2S
+ (n− 2)

(
K

S2
− fS ′2

ζ2S2

)
+
Za′2

ζ2
+
fηφ′2

nζ2
− 1

8ηζ2

Z ′

Z
V

− Z ′2

Z2

fφ′2

4ζ2
− Z ′

Z

fS ′φ′

ζ2S
+
fφ′2Z ′′

2ζ2Z
,

W
(1)
1,2(r) = −

√
k2 − nK

√
Za′

ζS
,

W
(1)
2,2(r) =

k2

S2
− n

(
f ′S ′

ζ2S
− fS ′2

ζ2S2
+
K

S2

)
+ η

fφ′2

ζ2
,

(40)

and in the tensor sector:

W (2)(r) =
k2

S2
. (41)

As we put the background matter fields to zero, interaction potentials vanish and
all the equations decouple. What’s more, when

√
k2 − nK = 0, wave equations also

decouple, but expressions for the gauge invariants blow up. Due to this behaviour,
these cases require special treatment.

2.3 Special cases

Let’s consider special cases
√
k2 − nK = 0. In our work [1] I was responsible for the

spherical case K = 1 (k2 = n), what translates into ` = 0 or ` = 1 case, where `
corresponds to the index of the scalar function Y`m. The planar case was studied by A.
Jansen and I refer to the paper [1], section B.3 to read about this case.

2.3.1 ` = 0

For ` = 0 vector and tensor sectors do not appear and we consider the scalar sector
only. In this case there are no htx, hrx, h− and ax variables and there is no ξx gauge
component. Because of that, the gauge invariants used earlier are not gauge invariant
anymore. Instead, we use ξt, ξr and λ to set htr, h+ and at to zero and we are left with
htt, htr, ar, ϕ only. It turns out that we can fulfil Einstein equations by introducing
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just one master scalar variable Φ
(0)
0 . However, in this case the wave equation for Φ

(0)
0 is

inhomogeneous:

�Φ
(0)
0 −W (0)

0,0Φ
(0)
0 =

c0(a′2Z ′ − 2ζ2V ′)

4fζηSn−1S ′
+
c0 (Sf ′ + f(n− 1)S ′)φ′

fζSnS ′
− c0ηφ

′3

ζnSn−2S ′2
,

(42)

where c0 is an arbitrary constant corresponding to a static perturbation of the back-
ground spacetime, such as the shift in mass for the Reissner–Nordström black hole. The
other variables are given by:

ϕ = Φ
(0)
0 ,

hrr =
c0ζ

3

f 2Sn−1S ′
+

2ζ2ηSφ′

fnS ′
Φ

(0)
0 ,

f∂r

(
htt
f

)
=

(
S (2ζ2V ′ − Z ′a′2 − 4ηf ′φ′)

2nS ′
+

2fη2S2φ′3

n2S ′2
− 2(n− 1)ηfφ′

n

)
Φ

(0)
0 +

−2fηSφ′

nS ′
∂rΦ

(0)
0 +

c0ζ (fηS2φ′2 − nSf ′S ′ − fn(n− 1)S ′2)

fnSnS ′2
,

∂tar =
a′htt
2f

+
1

n
a′
(
nZ ′

Z
− ηSφ′

S ′

)
Φ

(0)
0 −

c0ζa
′

2fSn−1S ′
.

(43)

To sum up, the only dynamical degree of freedom for ` = 0 is the scalar field.

2.3.2 ` = 1

For ` = 1 the tensor sector does not appear. In the vector sector we don’t have hxz and
the gauge invariants htz and hrz are not gauge invariant anymore. We choose a gauge
vector component ξz to set hrz = 0. The only two variables left are htz and az. It turns
out, that Einstein equations for them can be fulfilled by introducing one master scalar
variable Φ

(1)
1 fulfilling an inhomogeneous wave equation:

�Φ
(1)
1 −W (1)

1,1Φ
(1)
1 = c1

√
Za′

ζSn+1
, (44)

where c1 is an arbitrary constant corresponding to the angular momentum of the Kerr–
Newman spacetime.

In the scalar sector we treat ` = 1 case in a slightly different way than in the ` = 0
case. Now we don’t have h− variable and gauge invariants used earlier, again, are not
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gauge invariant anymore and in this case they transform as:

htt → htt +
f ′

SS ′
ξx + 2∂2

t ξx ,

htr → htr + 2∂t∂rξx −
2 (Sf ′S ′ + ζ2)

fSS ′
∂tξx ,

hrr → hrr +
ζ2
(
Sf ′S ′ + 2fS ′2 − 2fηS2φ′2

n

)

f 2S2S ′2
ξx −

2ζ2

fSS ′
∂rξx ,

hrx → hrx +

(
2S ′2 − ζ2

f

)

SS ′
ξx − ∂rξx ,

at → at −
a′

SS ′
ξx ,

ar → ar +
a′

f
∂tξx ,

ϕ→ ϕ− φ′

SS ′
ξx .

(45)

What’s more, we do not have Einstein equations corresponding to the “-” index, but
following Kodama and Ishibashi [28] we can keep the “-” equation as a gauge condition
together with h+ = 0 and htx = 0. It means that we can use the solution which is valid
for ` > 1 directly to the case ` = 1 and still have Einstein equations fulfilled. However,
some parts of this solution turn out to be a pure gauge for ` = 1. By a proper choice of
the gauge component ξx = −S2Φ

(0)
2 we can completely rule out the dependence of the

metric and matter perturbations on the gravitational master scalar. Therefore there
are two dynamical degrees of freedom for ` = 1 in the scalar sector - electromagnetic
and scalar.

2.4 Transformations

2.4.1 Regge–Wheeler gauge invariants

So far, we have used the Detweiler gauge–invariants. The other popular choice are the
Regge–Wheeler gague invariants, which differ in the scalar sector. Below we provide
how to translate one to onother.

We remind how the Detweiler gauge invariants are built: we choose certain pertur-
bations (for the scalar sector these are htt, htr, hrr, hrx, at, ar, ϕ) and add to them
linear combinations of the rest of variables and their derivatives (in the scalar sector
these are h−, h+, htx), so that the whole expressions do not depend on gauge. The
Regge–Wheeler gauge invariants are constructed similarly, but instead of hrx, we build
a gauge invariant on h+ and we use hrx in linear combinations to eliminate the gauge
dependence. It’s important to understand the difference between Detweiler and Regge–
Wheeler gauge invariants and Detweiler and the Regge–Wheeler gauge. When we speak
about a specific gauge, we mean using the gauge freedom to put h−, h+, htx to zero in
the Detweiler gauge and h−, hrx, htx to zero in the Regge–Wheeler gauge.
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We can notice that in the Detweiler gauge variables htt, htr, hrr, hrx, at, ar, ϕ corre-
spond exactly to the Detweiler gauge invariants htt, htr, hrr, hrx, at, ar, ϕ (analogously
for the Regge–Wheeler case). Therefore, to compare the Regge–Wheeler and Detweiler
gauge invariants it is sufficient to find the transformation between the Detweiler gauge
and Regge–Wheeler gauge. It turns out that such a transformation corresponds to a
gauge transformation given by a gauge vector ζµ = (0, hDrx, 0, .., 0). Finally, we obtain
the relations between the Detweiler and RW gauge invariants:

hRWtt =hDtt +
ff ′

ζ2
hDrx ,

hRWtr =hDtr − 2∂th
D
rx ,

hRWrr =hDrr +

(
2ζ ′

ζ
− f ′

f

)
hDrx − 2∂rh

D
rx ,

hRW+ =
−2nfSS ′

ζ2
hDrx ,

aRWt =aDt −
fa′

ζ2
hDrx ,

aRWr =aDr ,

ϕRW =ϕD − fφ′

ζ2
hDrx .

(46)

We could obtain the same result by constructing the Regge–Wheeler gauge invariants
from scratch and then searching for the relation to the Detweiler gauge invariants.

2.4.2 Eddingtion–Finkelstein coordinates

The results were derived in FG coordinates, but the wave equations are covariant and
one can use them in any coordinates. Eddington–Finkelstein coordinates are especially
useful, since they are regular on the horizon and they allow for easier computation of
the quasinormal modes (there are only first order time derivatives in wave equations).
Below we provide how the gauge invariants transform with the change of the back-
ground coordinates (gauge invariants are invariant to the transformations generated by
the linear gauge vector ξ and the gauge function λ). The background metric in EF
coordinates reads:

ds2 = −f(r)dt2 + 2ζ(r)dtdr + S(r)2dX2
(n,K) , (47)

and it can be obtained by a transformation gEFµν = LαµL
β
νg

FG
αβ , where L is given by:

(Lµν ) =




1 − ζ
f

0

0 1 0
0 0 1n


 . (48)

In the same way we obtain expressions for the transformation of gauge invariants:

hEFµν = LαµL
β
νh

FG
αβ , (49)

aEFµ = Lαµa
FG
α , (50)
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Additionally, we have to change derivatives: ∂t → ∂t, ∂r → ∂r + ζ
f
∂t. As an example,

let’s take a vector sector. The transformation by L matrix reads:

hEFtz = hFGtz , (51)

hEFrz = hFGrz −
ζ

f
hFGtz , (52)

aEFz = aFGz . (53)

By plugging in explicit form of the gauge invariants (given by Eq. (3.7) in [1]) and
applying transformation of derivatives, we finally obtain:

hEFtz ≡
nfSS ′Φ(1)

2

ζ
+
fS2∂rΦ

(1)
2

ζ
+ S2∂tΦ

(1)
2 , (54)

hEFrz ≡ −S2∂rΦ
(1)
2 − nSS ′Φ(1)

2 (55)

aEFz ≡
√
k2 − nK S√

Z
Φ

(1)
1 . (56)

In the same manner one could obtain EF version of scalar gauge invariants (Eq. (C.1)-
(C.5) in [1])

2.5 Summary

In the paper [1] we generalised the Kodama–Ishibashi results to the Einstein–Maxwell–
scalar case. We also demonstrated the powerfulness of the “ansatz” approach to the
perturbations of Einstein equations. This approach allows to tackle complicated cases,
such as a scalar sector in the Einstein–Maxwel–scalar system, which was not fully
resolved before our paper. The part of our paper which I did not discuss contains
an applications of our equations - in Section 4 of [1] the linear stability of the vector
sector is proven for the general Einstein–scalar theories and for the Gibbons–Maeda–
Garfinkle–Horowitz–Strominger black hole. The possible extension of our model would
be to find sources for the nonlinear wave equations for the higher–order perturbations
of Einstein–Maxwell–scalar system following the scheme by [4].
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3 Nonlinear perturbations of Reissner–Nordström black
holes

3.1 Introduction

The aim of paper [2] is to provide a scheme for treating the nonlinear perturbations
of the Reissner–Nördstrom spacetime. It is an extension of the nonlinear perturbation
scheme of the Λ–vacuum spacetimes [4], or, from a different perspective, it is a generali-
sation of the Zerilli’s work on linear perturbations of the Reissner–Nördstrom spacetime
[35] to the nonlinear orders. In this case, the matter field denoted in the introduction as
Θ is an electromagnetic field described by a field–strength tensor Fµν = ∇µAν −∇νAµ
(or F = dA, where A is a vector electromagnetic potential). This is one of the places
where the convention has been changed from paper to paper - in [1] we were using
the vector potential, while in [2] I was using the field–strength tensor only. Einstein–
Maxwell equations in this configuration take the form:

Rµν =8πTµν , (57)
∇µFµν =0 , (58)
∇[λFµν] =0 , (59)

where square brackets denote antisymmetrization and Tµν = 1
4π

(
FµαF

α
ν − 1

4
gµνFαβF

αβ
)
.

In (58) we used the fact that Tµν is traceless, therefore Rµν is traceless as well and the
Ricci scalar is zero. Eq. (59) is the equation of motion for the electromagnetic field and
(60) comes from the fact that F is an exterior derivative of the vector potenital. As a
background (ḡ, F̄ ) we take the Reissner–Nördstrom solution:

ḡ = −
(

1− 2M

r
+
Q2

r2

)
dt2 +

1

1− 2M
r

+ Q2

r2

+ r2dΩ2 , (60)

F̄ =
Q

r2
dt ∧ dr , (61)

where dΩ2 denotes a metric on a 2-sphere. From now on, we use A(r) = 1− 2M
r

+ Q2

r2
,

to be consistent with a notation from [2]. I also apologise for the misprint in [2], where
in the denominators of F̄tr and Frt a wrong power of r appeared. I use standard static
coordinates (t, r, θ, ϕ), but the results of this paper can be easily transformed in the
same manner as described earlier for the paper [1].

Now I follow a standard procedure. I expand metric and field–strength tensor into
series in parameter ε:

gµν = ḡµν +
∑

i>0

(i)hµνε
i , (62)

Fµν = F̄µν +
∑

i>0

(i)fµνε
i , (63)

and plug them into Einstein equations (58)-(60). Perturbative form of these equations
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can be organised as follows (equations (8)-(14) in [2]):

∆L

(
(i)h
)
µν
− 8π(i)tµν = (i)SGµν , (64)

∇̄µ(i)fµν − (i)Θν = (i)SMν , (65)
(i)f[µν,λ] = 0 , (66)

where

∆L

(
(i)h
)
µν

=
1

2
(−∇̄α∇̄α

(i)hµν − ∇̄µ∇̄ν
(i)hαα − 2R̄µανβ

(i)hαβ + ∇̄µ∇̄α(i)hνα+

+ ∇̄ν∇̄α(i)hµα) , (67)

(i)tµν = 2(i)fα(µF̄
α
ν) −

1

2
(i)fαβF̄

αβ ḡµν +

(
1

2
F̄ασF̄β

σḡµν − F̄µαF̄νβ
)

(i)hαβ+

− 1

4
F̄ 2(i)hµν − (i)hα(µT̄

α
ν) , (68)

(i)Θν = ḡαβ(F̄σν
(i)δΓσαβ + F̄βσ

(i)δΓσαν) , (69)

(i)δΓ
σ

αβ =
1

2
ḡσδ
(
−∇̄δ

(i)hαβ + ∇̄α
(i)hβδ + ∇̄β

(i)hδα
)
. (70)

Since there are additional nonlinear equations for the matter content (59), there ap-
pears an additional source (i)SMν . It’s construction is analogous to the construction
of the gravitational source (i)SGµν given by (9). Since Einstein equations obey Bianchi
identities and tensor Fµν obeys Jacobi identity, sources for the Einstein equations are
not independent and they follow five identities (equations (30)–(34) in [2]).

For the further simplification, we polar–expand all the perturbations (since it’s 3+1
dimensions, there are only two sectors: polar (called scalar in [1]) and axial (called
vector in [1])). However, so far we have been dealing with symmetric tensors only
and now we have the antisymmetric tensor Fµν . Polar expansion of the antisymmetric
tensors is straightforward and it was discussed in the introduction. The explicit form of
this expansions was provided e.g. by [30]. For the antisymmetric tensor Fµν , its polar
components are Ftr, Ftθ and Frθ and they expand as:

Ftr(t, r, θ) =
∑

0≤`
F`tr(t, r)P`(cos θ) , (71)

Faθ(t, r, θ) =
∑

1≤`
F`aθ(t, r)∂θP`(cos θ) , a = t, r . (72)

Axial components of Fµν are Ftϕ, Fθϕ and Ftϕ and they expand as:

Faφ(t, r, θ) =
∑

1≤`
F`aφ(t, r) sin θ∂θP`(cos θ) , a = t, r , (73)

Fθφ(t, r, θ) =
∑

0≤`
F`θφ(t, r) sin θP`(cos θ) . (74)
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Finally, polar expansion of Einstein equations (65)-(67) yields:

(i)E`µν = ∆L

(
(i)h
)
`µν
− 8π(i)t`µν = (i)SG` µν , (75)

(i)J`ν = ∇̄µ(i)f`µν − (i)Θ`ν = (i)SM` ν , (76)
(i)f`(µν,α) = 0. (77)

3.2 Gauge choice and perturbations

Metric and matter perturbations transform under the gauge transformations. We have
two ways of dealing with this fact: either to choose a certain gauge, or to build gauge–
invariants out of the variables. In this paper, we stick to the first method and we use
the gauge freedom to set h`tθ = h`rθ = h`− = 0 in the polar sector and h`θφ = 0 in the
axial sector. It corresponds to the Regge–Wheeler gauge, which we described earlier
with the discussion of [1].

Let us also write down how (i)h and (i)f transform under the gauge transformation
generated by a gauge vector (i)ζ. Please note that to be consistent with [4] we use ζ
instead of ξ to denote a gauge vector.

(i)h`tt →(i)h`tt + 2∂t
(i)ζ`t − AA′(i)ζ`r , (78)

(i)h`tr →(i)h`tr + ∂r
(i)ζ`t + ∂t

(i)ζ`r −
A′

A
(i)ζ`t , (79)

(i)h`tθ →(i)h`tθ + ∂t
(i)ζ`θ + (i)ζ`t , (80)

(i)h`rr →(i)h`rr + 2∂r
(i)ζ`θ +

A′

A
(i)ζ`r , (81)

(i)h`rθ →(i)h`rθ + ∂r
(i)ζ`θ −

2

r
(i)ζ`θ + (i)ζ`r , (82)

(i)h`+ →(i)h`+ + 2A
(i)ζ`r
r
− `(`+ 1)

(i)ζ`θ
r2

, (83)
(i)h`− →(i)h`− + (i)ζ`θ , (84)

(i)f`tθ →(i)f`tθ +
AQ

r2
(i)ζ`r , (85)

(i)f`rθ →(i)f`rθ +
Q

Ar2
(i)ζ`t , (86)

(i)f`tr →(i)f`tr +Q∂r

(
A

r2
(i)ζ`r

)
− Q

r2A
∂t

(i)ζ`t , (87)
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and in axial sector:

(i)h`tφ →(i)h`tφ + ∂t
(i)ζ`φ , (88)

(i)h`rφ →(i)h`rφ + ∂r
(i)ζ`φ − 2

(i)ζ`φ
r

, (89)
(i)h`θφ →(i)h`θφ + (i)ζ`φ . (90)
(i)f`tφ →(i)f`tφ , (91)
(i)f`rφ →(i)f`rφ , (92)
(i)f`θφ →(i)f`θφ . (93)

3.3 Master scalar equation for ` ≥ 2

Now we follow an “ansatz” approach proposed by Rostworowski [4] to deal with the
nonlinear perturbations of Schwarzschild and AdS spacetimes. The idea is to use the
experience gained from existing work on linear perturbation equations, in particular
from Regge and Wheeler [29], Zerilli [30, 35], Kodama and Ishibashi [27, 28], and,
similarly to [1], assume that:

1. In each sector there exist master scalar variables corresponding to the fields that
appear in a given sector. In the polar sector we have two master scalars (i)ΦP` and
(i)ΨP` corresponding to the gravitational and electromagnetic field, respectively.
In the axial sector we also have two master scalars (i)ΦA` and (i)ΨA` corresponding
to the gravitational and electromagnetic field, respectively.

2. We assume that these master scalars fulfil systems of inhomogeneous master wave
equations coupled in each sector by a symmetric potential matrix V which depend
only on r:

{
r(−�̄ + V

P/A
G` )

(i)Φ
P/A
`

r
+ V

P/A
MG`

(i)Ψ
P/A
` = (i)S̃

P/A
G` ,

r(−�̄ + V
P/A
M ` )

(i)Ψ
P/A
`

r
+ V

P/A
MG`

(i)Φ
P/A
` = (i)S̃

P/A
M ` ,

(94)

where the �̄ symbol denotes d’Alembert operator with respect to the background
and P/A correspond to polar and axial sector.

3. We assume that the scalar sources for the wave equations (i)S̃
P/A
G` are given by the

linear combinations of the sources for the Maxwell–Einstein equations (i)SGµν and
(i)SMν and their derivatives.

4. We assume that the perturbations (i)h`µν and (i)f`µν consist of two parts. The first
part are the linear combinations of master scalar functions from the corresponding
sector and their derivatives and the coefficients of these combinations depend on r
only. This part is a general solution of the homogeneous part of Einstein–Maxwell
equations. The second part are the terms corresponding to the particular solution
of the nonlinear Einstein–Maxwell equations.
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Such an approach of taking the existence of master equations as an ansatz is much
more efficient than starting with the full form of perturbation Einstein equations and
tediously manipulating them to obtain their simpler form. However, such an ansatz
approach has also a drawback - it does not provide a proof that one finds all the
solutions to Einstein equations.

The linear problem of perturbations of Reissner–Nördstrom spacetime has been
solved by Zerilli [35]. As a result, Zerilli provided four wave equations: two for the scalar
and two for the axial sector, each sector including electromagnetic and gravitational
master scalar equation (Zerilli’s paper contained minor misprints corrected by [36, 37]).
We assumed that the potential matrix is symmetric (so the coupling potential is the
same in both equations) - and it turns out to work. However, Zerilli in his equations
has non–symmetric potential matrix. This discrepancy arises from the fact that any
linear combination of master scalars also fulfils a wave equation with some potentials,
but if we want the matrix to be symmetric, then the choice is unique.

To make assumption 2 more precise, in the polar sector it is sufficient to assume
that the homogeneous part of (i)hµν is expressed by (i)ΦP` and it’s derivatives up to the
second order and by (i)ΨP` without any derivatives and that the homogeneous part of
(i)fµν is expressed by (i)ΦP` , (i)ΨP` and their first derivatives. In the axial sector it is
sufficient to assume that the homogeneous part of (i)h` µν is expressed by (i)ΦP` and it’s
first derivatives and that the homogeneous part of (i)fµν is expressed by (i)ΨP` only. To
write it explicitly, polar variables are assumed to have the form:

(i)h` tr = αrr∂
2
r

(i)ΦP` + αtr∂t∂r
(i)ΦP` + αtt∂

2
t

(i)ΦP` + αt∂t
(i)ΦP` + αr∂r

(i)ΦP` +

+ α0
(i)ΦP` + (i)α` , (95)

(i)h` rr = βrr∂
2
r

(i)ΦP` + βtr∂t∂r
(i)ΦP` + βtt∂

2
t

(i)ΦP` + βt∂t
(i)ΦP` + βr∂r

(i)ΦP` +

+ β0
(i)ΦP` + (i)β` , (96)

(i)h`+ = γrr∂
2
r

(i)ΦP` + γtr∂t∂r
(i)ΦP` + γtt∂

2
t

(i)ΦP` + γt∂t
(i)ΦP` + γr∂r

(i)ΦP` +

+ γ0
(i)ΦP` + (i)γ` , (97)

(i)f` tθ = λt∂t
(i)ΨP` + λr∂r

(i)ΨP` + λ0
(i)ΨP` + (i)λ` , (98)

(i)f` rθ = κt∂t
(i)ΨP` + κr∂r

(i)ΨP` + κ0
(i)ΨP` + (i)κ` , (99)

and axial variables are assumed to have the form:

(i)htϕ = σt∂t
(i)ΦA` + σr∂r

(i)ΦA` + σ0
(i)ΦA` + (i)σ` , (100)

(i)htϕ = χt∂t
(i)ΦA` + χr∂r

(i)ΦA` + χ0
(i)ΦA` + (i)χ` , (101)

(i)fθϕ = δ0
(i)ΨA` + (i)δ` , (102)

where coefficients near master scalars, which we call homogeneous coefficients, are func-
tions of r. Functions (i)α`, (i)β`, (i)γ`, (i)λ`, (i)κ`, (i)σ`, (i)χ` and (i)δ`, which we call in-
homogeneous coefficients, are particular solutions to nonlinear perturbation Einstein
equations (they are built out of the tensor and vector sources).

We didn’t expand (i)h` tt, (i)f` tr, (i)f` tϕ and (i)f` rϕ, because Einstein–Maxwell equa-
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tions provide simple algebraic relations for them:

(i)h` tt = 4A(i)S`− + A2(i)h` rr , (103)
(i)f` tr = ∂r

(i)f` tθ − ∂t(i)f` rθ , (104)

(i)f` tϕ = −∂t
(i)f` θϕ

`(`+ 1)
, (105)

(i)f` rϕ = −∂r
(i)f` θϕ

`(`+ 1)
. (106)

The next step is to plug ansatz of the form (96) - (103) to Einstein equations. Firstly,
we consider a homogeneous part of the equations only. In the homogeneous part, there
are homogeneous coefficients multiplied by master scalars and their derivatives. If we
use the wave equations (e.g. substitute the second order time derivatives) we end up
with a system of mostly algebraic equations with a simple ordinary differential equations
for the homogeneous coefficients, similarly to [1]. These results for the polar sector are
the following:

V PG` = τ 2V̂ PG` =
τ 2
(
−r2A′2 − 2A (−2A+ `(`+ 1) + 2) + `2(`+ 1)2

)

r2 (rA′ − 2A+ `(`+ 1))2 +

+
8Q2τ 2A

r4 (rA′ − 2A+ `(`+ 1))2 , (107)

V PM ` =
4Q2

(
2A (2r3A′ + τ 2r2 + 4Q2)− r4A′2 − 4r2A2 + (`(`+ 1))2 r2

)

r6 (rA′ − 2A+ `(`+ 1))2 +

+
−rA′ + `(`+ 1)

r2
, (108)

V PMG` = τ V̂ PMG` =
2τQ

(
2A (r3A′ + 4Q2 − 2r2)− r4A′2 + (`(`+ 1))2 r2

)

r5 (rA′ − 2A+ `(`+ 1))2 ,

(109)

(i)h` tr =− r∂tr(i)ΦP` +

(
rA′

2A
− τ 2

rA′ − 2A+ `(`+ 1)

)
∂t

(i)ΦP` +

− 2τQ∂t
r (rA′ − 2A+ `(`+ 1))

(i)ΨP` + (i)α` , (110)

(i)h` rr =− r∂rr(i)ΦP` +

(
− τ 2

rA′ − 2A+ `(`+ 1)
− rA′

2A

)
∂r

(i)ΦP` +
r

2A
V PMG`

(i)ΨP` +

+
r

2A

(
A′

r
+ V PG`

)
(i)ΦP` −

2τQ

r (rA′ − 2A+ `(`+ 1))
∂r

(i)ΨP` + (i)β` , (111)

(i)h` + =− A∂r(i)ΦP` +

(
2A(rA′−2A+2)
rA′−2A+`(`+1)

− `(`+ 1)
)

2r
(i)ΦP` +

− 2τQA

r2 (rA′ − 2A+ `(`+ 1))
(i)ΨP` + (i)γ` , (112)
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(i)f` tθ =
Aτ

4
∂r

(i)ΨP` −
QA

2r
∂r

(i)ΦP` +
QA

2r2
(i)ΦP` + (i)λ` , (113)

(i)f` rθ =
τ

4A
∂t

(i)ΨP` −
Q

2rA
∂t

(i)ΦP` + (i)κ` , (114)

where we have introduced τ =
√

(`− 1)(`+ 2). V̂ PG` and V̂ PMG` are auxiliary potentials
that are nonzero for ` = 1 and will be useful later. The results for the axial sector read:

V AG` =
r2 (A− 3rA′) + (τ 2 + 1) r2 −Q2

r4
, (115)

V AM ` =
−A′r3 + `(`+ 1)r2 + 4Q2

r4
, (116)

V AMG` =− 2τQ

r3
, (117)

(i)h`tφ =A∂r(r
(i)ΦA` ) + (i)σ` , (118)

(i)h`rφ =
r

A
∂t

(i)ΦA` + (i)χ` , (119)

(i)f`θφ =
1

2
`(`+ 1)τ (i)ΨA` + (i)δ` . (120)

Similarly to [1], in the limit Q = 0 wave equations decouple and (i)h`µν is expressed
by the gravitational master scalars only and (i)f`µν is expressed by the electromagnetic
master scalars only.

So far we have recovered Zerilli’s linear results and now we want to go beyond the
linear order. Firstly let’s invert linear relations (111)-(115) to express master scalars in
terms of metric and matter perturbations:

(1)ΦP` =
4rA

(
r∂r

(1)h`+ − A(1)h`rr
)

`(`+ 1) (rA′ − 2A+ `(`+ 1))
− 2r(1)h`+
`(`+ 1)

, (121)

(1)ΨP` =
4r2
(
∂r

(1)f`tθ − ∂t(1)f`rθ
)

`(`+ 1)τ
+

8QA
(
r∂r

(i)h`+ − A(1)h`rr
)

`(`+ 1)τ (rA′ − 2A+ `(`+ 1))
, (122)

(1)ΦA` =

(
r
(
∂r

(1)h`tφ − ∂t(1)h`rφ
)
− 2(i)h`tφ

)

`(`+ 1)τ 2r
+

4Q(1)f`θφ
τ 2

, (123)

(1)ΨA` =
2(1)f`θφ
τ`(`+ 1)

. (124)

In higher orders the system of equations for scalar sources and for nonlinear functions
(i)α`, (i)β`, (i)γ`, (i)λ`, (i)κ` is underdetermined and we can put one constraint in each sector
on the form of the master functions. We choose to adapt the formulas (122)-(125) as
the definitions of (i)ΦP` , (i)ΨP` , (i)ΦA` and (i)ΨA` in higher orders:

(i)ΦP` =
4rA

(
r∂r

(i)h`+ − A(i)h`rr
)

`(`+ 1) (rA′ − 2A+ `(`+ 1))
− 2r(i)h`+
`(`+ 1)

, (125)

(i)ΨP` =
4r2
(
∂r

(i)f`tθ − ∂t(i)f`rθ
)

`(`+ 1)τ
+

8QA
(
r∂r

(i)h`+ − A(i)h`rr
)

`(`+ 1)τ (rA′ − 2A+ `(`+ 1))
, (126)
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(i)ΦA` =

(
r
(
∂r

(i)h`tφ − ∂t(i)h`rφ
)
− 2(i)h`tφ

)

`(`+ 1)τ 2r
+

4Q(i)f`θφ
τ 2

, (127)

(i)ΨA` =
2(i)f`θφ
τ`(`+ 1)

. (128)

From these definitions we have constraints on the inhomogeneous functions:

2rA∂r
(i)γ`

(rA′ − 2A+ `(`+ 1))
− 2A2(i)β`

(rA′ − 2A+ `(`+ 1))
− (i)γ` = 0 , (129)

(i)δ` = 0 . (130)

Now we plug (111)-(115) and (119)-(121) into Einstein equations. The homogeneous
part containing master scalars vanishes from the equations and we are left with a system
of equations containing functions (i)α`, (i)β`, (i)γ`, (i)λ`, (i)κ`, (i)σ`, (i)χ` and (i)δ` and scalar
sources (i)S̃PG`, (i)S̃PM `, (i)S̃AG`, (i)S̃AM ` on the left hand side and tensor sources (i)S` µν on
the right hand side. We can solve such a system and obtain the expressions for the
sources and inhomogeneous functions.1. The sources for the polar sector are:

(i)S̃PG` =

− 4A2 (τ 2r2 + 4Q2) (i)SG` rr
`(`+ 1)r (rA′ − 2A+ `(`+ 1))2 +

4(i)SG` tt (2r3A′ − 4r2A+ (`(`+ 1) + 2) r2 − 4Q2)

`(`+ 1)r (rA′ − 2A+ `(`+ 1))2 +

+
8A∂r

(i)SG` +

`(`+ 1) (rA′ − 2A+ `(`+ 1))
+

8A(i)SG` rθ
rA′ − 2A+ `(`+ 1)

− 4rV PG`
(i)SG` +

`(`+ 1)τ 2
+

+
4(i)SG` −

(
Q2(8A)

r3(rA′−2A+`(`+1))
− A′ − rV PM `

)

`(`+ 1)
− 16Q(i)SM` t

`(`+ 1) (rA′ − 2A+ `(`+ 1))
,

(131)
`(`+ 1)

4
τ (i)S̃PM ` =

`(`+ 1)

4
(i)ŜPM ` =

r2∂r
(i)SM` t − r2∂t

(i)SM` r − (i)SM` t

(
2r − 8Q2

r (rA′ − 2A+ `(`+ 1))

)
+

+
8Q
(
r2(rA′−2A+2)

4
−Q2

)
(i)SG` tt

r2 (rA′ − 2A+ `(`+ 1))2 +
8QA2(i)SG` rr

(
r2(rA′−2A+2(`(`+1)−1))

4
+Q2

)

r2 (rA′ − 2A+ `(`+ 1))2 +

+
4`(`+ 1)QA(i)SG` rθ

r (rA′ − 2A+ `(`+ 1))
+

4QA∂r
(i)SG` +

r (rA′ − 2A+ `(`+ 1))
+ 2QA′∂r

(i)SG` −+

− 2Q(i)SG` −
(
A′ + rV PM `

)

r
+ 2QA∂2

r
(i)SG` − −

2Q∂2
t

(i)SG` −
A

− rV PMG`
(i)SG` +

τ
, (132)

1The scalar sources can also be constructed in another way. Namely, once we have master scalars
expressed by the perturbations of g and F , we can express the master wave equations in terms of
hµν and fµν . Then, we can find a linear combination of the homogeneous parts of Einstein–Maxwell
equations and their derivatives that equals this wave equation. These linear combinations are exactly
the sources for the wave equations (see equations (43), (44) in [4]). However, in the thesis I choose the
more straightforward method.
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where the (i)ŜPM ` is an auxiliary source regular for l = 1. The sources for the axial sector
are:

(i)S̃AG` =
2r
(
∂r

(i)SG` tφ − ∂t(i)SG` rφ
)

τ 2
, (133)

(i)S̃AM ` =
2(i)SM` φ

τ
. (134)

The inhomogeneous functions for the polar sector read:

(i)α` = −2r2
(
r2A2(i)SG` rr + r2(i)SG` tt + 2A(i)SG` +

)

`(`+ 1)r2 (rA′ − 2A+ `(`+ 1))
+

− 16Q2A(i)SG` −
`(`+ 1)r2 (rA′ − 2A+ `(`+ 1))

, (135)

(i)β` = r

(
2r(i)SG` tr
`(`+ 1)

+
∂t

(i)α`
A

)
, (136)

(i)γ` =
r∂r

(i)α` + (i)α`
A

−
(i)α` (rA′ + `(`+ 1))

2A2
, (137)

(i)κ` =
r2(i)SM` r

`(`+ 1)
+

2Q∂t
(i)SG` −

A`(`+ 1)
, (138)

(i)λ` =
r2(i)SM` t

`(`+ 1)
+

2QA∂r
(i)SG` −

`(`+ 1)
, (139)

and for the axial sector:

(i)σ` =
2r2

τ 2
(i)SG` tφ , (140)

(i)χ` =
2r2

τ 2
(i)SG` rφ , (141)

(i)δ` =0 . (142)

3.4 Special cases: ` = 1 and ` = 0

Cases with l = 0 and l = 1 need special treatment - this can be immediately seen from
the polar expansion of tensors, because some of them do not admit ` = 1 or ` = 0
expansion. Below we briefly describe how to deal with these cases.

Polar ` = 1

For ` = 1 we don’t have ` = 1 coefficient in the polar expansion of (i)h−. It means that
we also loose Einstein equation (i)E`− = 0. However, since (i)h`− = 0 was our gauge
condition, we can set (i)E`− = 0 as a new gauge condition in this case. It means that
the results derived for ` = 2 are applicable to the case ` = 1 with one change: due to
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the singularities in the source (i)S̃PM ` and potentials V PG`, V PMG` we redefine a “matter”
master scalar: ˆ(i)ΨP` = τ (i)ΨP` . Due to this redefinition, the set of wave equations now
reads:

r(−�̄ + τ 2V̂ PG`)
(i)ΦP`
r

+ V̂ PMG`
ˆ(i)ΨP` = (i)S̃PG` , (143)

r(−�̄ + V PM `)
ˆ(i)ΨP`
r

+ τ 2V̂ PMG`
(i)ΦP` = (i)ŜPM ` , (144)

where V̂ PG`, V̂ PMG` and (i)ŜPM ` are defined in (108), (110) and (133). What’s more the
gravitational master scalar (i)ΦP1 is a pure gauge and one can get rid of it acting with a
gauge transformation ζµ = ((i)ζ1 t,

(i)ζ1 r,
(i)ζ1 θ, 0), where:

(i)ζ1 t =− ∂t(i)ζ1 θ , (145)

(i)ζ1 r =
2(i)ζ1 θ
r
− ∂r(i)ζ1 θ , (146)

(i)ζ1 θ =− r

2
(i)ΦP1 . (147)

Polar ` = 0

For ` = 0 in the polar sector there are no (i)h−, (i)htθ, (i)hrθ, (i)ftθ and (i)frθ components
in the polar expansion. Using the gauge freedom we can set (i)h0 + = (i)h0 tr and we are
left with three variables only: (i)h0 tt, (i)h0 rr and (i)f0 tr. Equations for these variables
can be integrated directly (see eq. (80)-(82) in [2]):

A

r
∂t

(i)h0 rr = (i)SG0 tr , (148)

A

r
∂r

(
A(i)h0 rr −

(i)h0 tt

A

)
=

(i)SG0 tt

A
+ A(i)SG0 rr , (149)

∂t

(
(i)f0 tr +

Q

2r2
(

(i)h0 tt

A
− A(i)h0 rr)

)
= −A(i)SM0 r . (150)

Axial ` = 1

For ` = 1 case there is no (i)h` θϕ coefficient in the polar expansion and we can use the
remaining gauge freedom to set (i)h1 rϕ = 0. We are left with (i)h1 tϕ, (i)f1 tϕ, (i)f1 rϕ and
(i)f1 θϕ. The solution to perturbation Einstein–Maxwell equations is given by:

(i)f1 tφ = −∂t
(i)f1 θφ

2
, (151)

(i)f1 rφ = −∂r
(i)f1 θφ

2
, (152)

(i)f1 θφ = (i)ΨA1 +
4C1Q

3r2 (rA′ + 2A− 2)
(153)

− r2

2A
∂r

(
(i)h1 tφ

r2

)
− Q(i)f1 θφ

Ar2
+

C1

Ar2
=

∫ t
(i)SG1 rφ dt

′ , (154)
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where C1 is an arbitrary constant corresponding to the linearised Kerr–Newman solu-
tion. Master function (i)ΨA1 fulfils an inhomogeneous wave equation:

r(−�̄ + V AM 1)
(i)ΨA1
r

= (i)S̃AM 1 , (155)

where

(i)S̃AM 1 = 2(i)SM1 φ −
4AQ

∫ t (i)SG1 rφ dt
′

r2
. (156)

Function (i)ΨA1 corresponds to a shifted function Φ
(0)
0 from (45).

3.5 Summary

To sum up, the algorithm of solving perturbation Einstein–Maxwell equations in our
setting is the following:

1. Solve wave equations for the master scalar functions (95) (in the first order master
equations are homogeneous) and reconstruct metric and matter fields according
to (111)-(115) and (119)-(121).

2. Move to a desired gauge, if necessary.

3. Construct sources for Einstein equations using (9) and go to the higher order.

So far, there was no general scheme of treating nonlinear perturbations in Einstein–
Maxwell systems. The article [2] provides such a tool by simplifying the procedure of
solving perturbation Einstein equations a lot: at each perturbation order, there are only
wave equations that need to be integrated. Such a scheme might be useful e.g. for the
nonlinear studies of the cosmic censorship conjecture. Unfortunately, due to a limited
time of my PhD and due to other projects described in this thesis, I have not applied
these results yet.
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4 The problem of ultracompact rotating gravastars

4.1 Introduction

In the two previous papers, the focus was put on the formalism of perturbation methods
and on providing tools that could be used to solve some problems. In the article
[3] we apply the nonlinear perturbation scheme to answer a physical question: can
the spacetime around the rotating gravastar be the same as around the Kerr black
hole? This hope of matching the gravastar with the Kerr metric was sown by the
results of Uchikata and Yoshida [38], Pani [39], Uchikata et al. [40], Posada [41]. From
the first three papers [38, 39, 40] it follows that the I, Love and Q numbers of the
rotating gravastar solution tend to those of Kerr as we compress the gravastar and in the
limiting case they are equal. The last from this list, Posada [41], goes even further and
hypothesises that his results provide a solution to the problem of the source of a slowly
rotating Kerr black hole. There are also other second order perturbative constructions
that were matched with the Kerr metric [42, 43, 44]. In the paper [3] we want to go
beyond the second order approximation. We utilise the nonlinear perturbation scheme
similar to [4, 2] and construct a rotating version of the ultracompact gravastar up to
the third perturbation order and then we try to match it with a Kerr black hole.

Let’s start with the description of the background metric. The original gravastar
solution was proposed by Mazur and Mottola [45] as a static, spherically symmetric,
two layer object. The interior layer of the gravastar has an equation of state p = −ρ
and the outer layer has an equation of state p = ρ, where p is the pressure and ρ is the
density of the perfect fluid. The exterior is a Schwarzschild solution. All three patches
of this solution are smoothly matched via Israel junction conditions [46]. The limiting
version of this solution, later referred by other authors as the ultracompact gravastar,
was introduced by Visser and Wiltshire [47], Mazur and Mottola [48]. The ultracompact
gravastar is the de Sitter solution matched to the Schwarzschild spacetime via singular
shell located at r = 2M . The metric of this solution is given by:

ds2 = −f(r)dt2 +
1

h(r)
dr2 + r2

(
du2

1− u2
+ (1− u2)dϕ2

)
, (157)

where instead of usual angle θ we use u = cos θ and:

f(r) =

{
1
4

(
1− r2

4M2

)
r ≤ 2M ,

1− 2M
r

r > 2M ,
(158)

h(r) =

{
1− r2

4M2 r ≤ 2M ,
1− 2M

r
r > 2M .

(159)

This solution can be obtained as the limiting case of the Schwarzschild constant density
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star [9], given by:

f(r) =





1
4

(√
1− 2Mr2

R3 − 3
√

1− 2M
R

)2

r ≤ R ,

1− 2M
r

r > R ,

(160)

h(r) =

{
1− 2Mr2

R3 r ≤ R ,
1− 2M

r
r > R ,

(161)

ρ(r) =

{
M

4
3
πR3 r ≤ R ,

0 r > R ,
(162)

p(r) =





3MR3

(
1−
√

(1− 2M
R

)(1− 2Mr2

R3 )

)
+3M2(r2−3R2)

4πR3(Mr2+R2(4R−9M))
r ≤ R ,

0 r > R ,
(163)

where R is the junction radius. Israel junction conditions for the static, spherically sym-
metric perfect fluid configurations reduce to the continuity of the metric (1st junction
condition) and vanishing pressure on the matching surface (2nd junction condition).
When R > 9

4
M , the pressure of the solution is regular, but for R = 9

4
M the pressure

in the centre becomes infinite (the limiting value of R = 9
4
M is called the Buchdahl

limit [49, 50]). For solutions with 2M < R < 9
4
M , as we squeeze the star, the pressure

singularity moves away from the center of the solution towards the matching radius
R and the singularity radius is given by rsing = R

√
9M−4R√
M

. Finally, for R = 2M , the
pressure becomes finite again and the interior equation of state becomes p + ρ = 0,
therefore it becomes a de Sitter metric with a cosmological constant Λ = 3

4M2 . How-
ever, in this limiting case, the pressure is no longer vanishing on the boundary and the
matching surface located at R = 2M does not fulfil second junction condition. It means
that it produces a nonzero contribution to the energy–momentum tensor. Such a shell
possess a δ-like singularity in the transverse pressure, but this singularity produces a
finite contribution to the Komar mass–energy integral. What’s more, for R = 2M the
matching surface is null and one needs to use junction conditions for the null surfaces
to determine it’s energy–momentum tensor (see [48] for the details).

When I speak about the matching of the rotating gravastar with the Kerr metric
I always mean matching using the first junction condition (continuity of the metric),
since already in the zeroth order the second junction condition is not fulfilled. If the
first junction condition would succeed, then calculating the energy–momentum tensor
of the shell would make sense. However, since, as I will show below, even the first
junction condition cannot be fulfilled for matching gravastar with Kerr, there is no
point in using the second junction condition at all.

Due to the fact that the standard Schwarzschild coordinates are singular at r = 2M ,
we prefer to use the ingoing Eddington–Finkelstein (EF) coordinates (v, r, u, ϕ), where
v = t+ r + 2M ln( r−2M

2M
). The interior metric in EF coordinates reads:

ḡ =
1

4

(
1− r2

4M2

)
dv2 + drdv + r2

(
du2

1− u2
+ (1− u2)dϕ2

)
, (164)
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and the exterior metric in EF coordinates reads:

ḡ =

(
1− 2M

r

)
dv2 + 2drdv + r2

(
du2

1− u2
+ (1− u2)dϕ2

)
. (165)

4.2 Setup

Perturbation expansion and gauge choice

In the paper [3] we follow the same scheme as in [2, 4], therefore I do not introduce
the same formalism again here. However, we use the convention compatible with Bruni
et al. [6] and we expand the metric in series with the i! coefficient in the denominator:

gµν = ḡµν +
∞∑

i=1

ai

i!
(i)hµν , (166)

where a stands for the perturbation expansion parameter (it will turn out to be the a
parameter of the Kerr metric). As well as in [2] we use the Regge–Wheeler gauge. Due
to the use of u rather than θ, the polar expansion needs to be transformed (see Eq.
(6)-(11) in [3]).

General gauge transformations

Gauge transformations were already discussed in the previous papers [1, 2], but
always in a context of transformations within a given perturbation order. Strictly
speaking, we were so far considering the impact of acting with a gauge vector of order
i (i)ξ on the metric of order i (i)h. Such a discussion was sufficient, because we were
assuming to solve perturbation Einstein equations order by order, fixing a gauge at
every order and not moving back. However, if one has a solution up to order i > j,
then changing a gauge in order j would also change the solution up to the order i. The
question how to deal with an impact of lower order gauge transformations on higher
order metric perturbations was answered by Bruni et al. [6] and we have used their
result for our needs.

Why would we care about such gauge transformations? Imagine that we solve
Einstein equations for the interior metric up to the third order and we want to match
it with the exterior metric. Matching two spacetimes is in fact searching for the gauge
in which the spacetimes fulfil junction conditions. If the matching conditions were not
fulfilled in the first order, we would gauge–transform the first order metric to perform
the matching, but such a gauge transformation would affect the solutions of order 2 and
3. This is exactly the case in our study: to be absolutely sure that we use the whole
gauge freedom to match the interior with the exterior, we consider general first, second
and third order gauge transformations and their impact on the metric.

Let’s assume that we act with a gauge transformation ξ =
∞∑
i=0

ai

i!
(i)ξ on the metric
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gµν = ḡµν +
∞∑
i=1

ai

i!
(i)hµν . According to [6], the metric transforms as:

∞∑

i=1

ai

i!
(i)hµν →

∞∑

l1=0

∞∑

l2=0

· · ·
∞∑

lk=0

· · ·

· · · al1+2l2+...+klk+...

(2!)l2 · · · (k!)lk · · · l1!l2! · · · lk! · ··
£l1

(1)ξ
£l2

(2)ξ
· · ·£lk

(k)ξ
· · ·
( ∞∑

i=1

ai

i!
(i)hµν

)
,

(167)

where £(i)ξ denotes a Lie derivative with respect to the vector (i)ξ. Explicit form of
these transformations up to the third order is:

(1)hµν →(1)hµν + £(1)ξḡµν , (168)
(2)hµν →(2)hµν + (£(2)ξ + £2

(1)ξ)ḡµν + 2£(1)ξ
(1)hµν , (169)

(3)hµν →(3)hµν + (£3
(1)ξ + 3£(1)ξ£(2)ξ + £(3)ξ)ḡµν + 3(£2

(1)ξ + £(2)ξ)
(1)hµν+

+ 3£(1)ξ
(2)hµν . (170)

Although these formulas seem obscure, they are extremely useful - they allow to have
full control over the gauge even after solving Einstein equations. The linear version of
these transformations (what means acting with a gauge vector of order i on a metric
perturbation of order i) is given by:

(i)h` vϕ →(i)h` vϕ − (i)ξ̇ϕ , (171)

(i)h` rϕ →(i)h` rϕ +
2(i)ξϕ
r
− (i)ξ′ϕ , (172)

(i)h` uϕ →(i)h` uϕ + (i)ξϕ , (173)

(i)h` vv →(i)h` vv −
1

4

(
f (i)ξr + 2ξv

)
f ′ + 2(i)ξ̇v , (174)

(i)h` vr →(i)h` vr +
1

2
f ′(i)ξr + ξ′v + (i)ξ̇r , (175)

(i)h` rr →(i)h` rr + 2(i)ξ′r , (176)
(i)h`+ →(i)h`+ + 2rf (i)ξr − `(`+ 1)(i)ξu + 4r(i)ξv , (177)
(i)h`− →(i)h`− − (i)ξu , (178)

(i)h` vu →(i)h` vu − (i)ξv − (i)ξ̇u , (179)

(i)h` ru →(i)h` ru − (i)ξr +
2

r
(i)ξu − (i)ξ′u , (180)

dots and primes correspond to derivatives with respect to v and r, respectively.

Matching

In the previous paragraphs I was referring to the Israel junction conditions and I
argued that in this case it is sufficient to focus only on the first junction condition,
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which I will now introduce. Let’s assume that we have two spacetimes, which we
call interior spacetime with coordinates x−µ = (v−, r−, u−, ϕ−) and exterior spacetime
with coordinates x+µ = (v+, r+, u+, ϕ+). We want to match them via 3-dimensional
hypersurface Σ given by a condition r± = r±b (u±). The first Israel junction condition
[46, 51] is given by:

[[g±ab]] = 0 , (181)

where [[E]] = E+(r+
b )−E−(r−b ) and g is a metric induced on the matching hypersurface.

Now, since the hypersurface Σ is common for the two spacetimes, we introduce intrinsic
coordinates on Σ: ya = (V, U,Φ). Then we express interior and exterior coordinates on
the hypersurface Σ by ya (Eq. (19) in [3]):

x−µ
∣∣
r−b

=
(
A− V, r−b (U), F−(U),Φ

)
, (182)

x+µ
∣∣
r+b

=
(
A+ V, r+

b (U), F+(U),Φ
)
, (183)

where r±b (U) = 2M + a2

M2η
±(U) + O(a4), F±(U) = U + a2

M2λ
±(U) + O(a4) and we

polar–expand η± into η±(U) = η±0 + η±2 P2(U).
This allows us to write the metric induced on the matching hypersurface for both

interior and exterior and have it expressed in coordinates ya:

gV V =
(
A±
)2
g±vv , (184)

gV U = A±g±vrr
±
b
′
(U) + A±g±vuF

±′(U) , (185)
gV Φ = A±g±vϕ , (186)

gUU =
(
F±
′
(U)
)2

g±uu +
(
r±b
′
(U)
)2

g±rr + 2F±
′
(U)r±b

′
(U)g±ru, (187)

gUΦ = F±
′
(U)g±uϕ + r±b

′
(U)g±rϕ , (188)

gΦΦ = g±ϕϕ . (189)

We are free to choose F+(U) = U and A+ = 1 (see e.g. [38]), we also denote A− = A.
The matching procedure described in section V of [3] consists of three steps:

1. Solving perturbation Einstein equations for the interior and choosing a solution
which is regular at r = 0 and at r = 2M .

2. Trying to match the interior with the exterior. To do this, we act with a general
gauge transformation (168) up to the third order and try solve matching conditions
(182).

3. Going to the higher perturbation order, if the matching is successful.

Kerr metric expansion

Since we try to match the rotating gravastar with the Kerr metric, we have to expand
the latter. We take the Kerr metric in EF coordinates, so that in the zeroth order it
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is exactly (166). What’s more, we move with the expanded Kerr to the RW gauge.
Although this step is not necessary, it simplifies formulas. The nonzero coefficients of
the Kerr metric in RW gauge up to the third perturbation order read:

(1)h+
1, vϕ = −2M

r
,

(2)h+
0, vv =

4M2

3r4
,

(2)h+
2, vv =

4M (6M2 −Mr − 3r2)

3r5
,

(2)h+
2, vr =

4M(M + r)

r4
,

(2)h+
2, rr = −8M

r3
,

(2)h+
2,+ = −4M(2M + r)

r2
,

(3)h+
1, vϕ =

24M3

5r5
,

(3)h+
3, vϕ =

4M (−6M2 + 5Mr + 5r2)

5r5
,

(3)h+
3, rϕ = −4M(9M + 5r)

5r4
.

(190)

4.3 Seeking for the regular interior solution

Einstein equations

We assume that with the rotation the equation of state of the gravastar does not
change and we take:

p+ ρ = 0 . (191)

In the article [3], we provided the results for the metric perturbations without the
perturbations of p and ρ and in the summary we only mentioned that allowing for the
perturbations of p and ρ does not change anything for the results. Here we provide the
full calculation including perturbations of p and ρ as well (within the equation of state
(192)). Einstein equations take the Λ-vacuum form:

Gµν = 8πρgµν , (192)

and the density is also expanded in series of a:

ρ = ρ0 +
∞∑

i=1

a2i

i!
(i)δρ . (193)

Then we follow the standard procedure described in the introduction to this thesis
(equations (1)-(9)). For the purpose of examining the problem of matching gravastar
with Kerr, it is sufficient to solve Einstein equations up to the third order. They can be
directly integrated and there is no need for the master scalar formalism described for
the Einstein–Maxwell case. However, to show that the solution we take is regular, we
need to solve Einstein equations up to the 6th perturbation order. Direct integration
of Einstein equations up to the 6th perturbation order is too complex and the master
scalar formalism is really helpful. We provide the solution up to the 6th order and the
Kreschmann scalar expansion in a Mathematica file [52]. We examine the Kretschmann
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scalar in Appendix A and we disregard the parts of the solution that produce singular-
ities in the expansion coefficients of the Kretschmann scalar.

Regular interior solution

According to the Appendix A, a regular interior solution up to the 3rd perturbation
order reads:

gvv = −1

4

(
1− r2

M2

)
+ a2

(
c20

32M2
− 2

3
r2Ω2

11P2(u) +
2

3
r2
(
π(2)δρ+ Ω2

11

))
, (194)

gvr =
1

2
, (195)

g+ =
1

8
r2

(
a2c20

M2
+ 8

)
, (196)

gvϕ = −1

6
a3r2

(
1− u2

)
Ω31 − ar2

(
1− u2

)
Ω11 , (197)

where I have listed only nonzero terms. P2 is the Legendre polynomial of order 2 and
c20, (2)δρ, Ω11 and Ω31 are arbitrary constants.

4.4 Matching ultracompact gravastar with Kerr

Before trying to match the interior solution with the exterior solution, we act on the
interior with a gauge transformation up to the 3rd order:

ξ = a(1)ξ +
a2

2
(2)ξ +

a3

3!
(3)ξ , (198)

and we polar-expand gauge components:

(1)ξϕ(v, r) = (1− u2)(1)ξ1ϕ(v, r) , (199)
(2)ξv(v, r) = (2)ξ0 t(v, r) + (2)ξ2 t(v, r)P2(u) , (200)
(2)ξr(v, r) = (2)ξ0 r(v, r) + (2)ξ2 r(v, r)P2(u) , (201)
(2)ξu(v, r) = (2)ξ2u(v, r)P

′
2(u) , (202)

(3)ξϕ(v, r) = (1− u2)(1)ξ1ϕ(v, r) + (1− u2)(1)ξ1ϕ(v, r)P ′3(u) . (203)

Where P`(u) denotes the `th Legendre polynomial of u. I emphasise the dependence
of gauge on v, because using v-dependent gauge transformations can still result in
v-independent metric after the transformation.

Matching procedure reduces to solving the junction conditions (182) for:

1. η±, λ− and A responsible for the relation between coordinates on the matching
hypersurface.

2. Constants arising from Einstein equations - the only free constants we have are
Ω11, c20, Ω31 and (2)δρ.
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3. Gauge functions (i)ξ` µ(v, r). If the gauge was not earlier settled to RW, these
functions would be crucial for the matching. However, since both interior and
exterior are expressed in the RW gauge, these functions won’t play a crucial role
in matching. Nevertheless, to be sure that we do not miss any possibility to
match, we keep them in our equations.

The next step is expanding metric induced on the matching hypersurface g±ab into
series in a and solving equations for the above unknowns order by order.

1st order

We want to keep interior metric to be independent of v. A gauge transformation
ensuring such independence is given by (see (172)-(181)):

(1)ξ1ϕ = q11vr
2 + (1)γ1ϕ(r) , (204)

where q11 is an arbitrary constant and (1)γ1ϕ(r) is an arbitrary function of r. From the
expansion of (182) in the first order in a we obtain:

(1)h+
1 vϕ(2M)

A
− (1)h−1 vϕ(2M) = −∂v(1)ξ1ϕ(v, 2M) , (205)

what, together with (205) yields:

Ω11 = − 1

4AM2
+ q11 . (206)

2nd order

In the second order, again, we use a gauge transformation that guarantees the v-
independence of metric:

(2)ξ0 v = −4M2fq20v + (2)γ0 v(r) , (207)
(2)ξ0 r = 8M2q20v + (2)γ0 r(r) , (208)
(2)ξ2 v = (2)γ2 v(r) , (209)
(2)ξ2 r = (2)γ2 r(r) , (210)
(2)ξ2u = (2)γ2u(r) , (211)

where q20 is an arbitrary constant and (2)γ` µ(r) are arbitrary functions of r. From the
expansion of (182) in the second order in a we obtain:

(2)h+
0 vv(2M)− A2(2)h−0 vv(2M) =

A2η−0 + 2η+
0

2M3
+

16

3
A2M2q11 (q11 − 2Ω11) +

+
A2

2M
(2)γ0 v(2M) , (212)

(2)h+
2 vv(2M)− A2(2)h−2 vv(2M) =

A2η−2 + 2η+
2

2M3
− 16

3
A2M2q11 (q11 − 2Ω11) +

+
A2

2M
(2)γ2 v(2M) , (213)
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2η+
2 − η−2 A = AM2(2)γ2 v(2M) , (214)

[[(2)h0 +(2M)]] = −8(η+
0 − η−0 )

M
+ 8λ′(U) + 8M (2)γ0 v(2M) , (215)

[[(2)h2 +(2M)]] = −8(η+
2 − η−2 )

M
+ 8M (2)γ2 v(2M)− 6(2)γ2u(2M) , (216)

[[(2)h2−(2M)]] = (2)γ2u(2M) +
16Uλ(U) + 8 (1− U2)λ′(U)

3 (U2 − 1)2 , (217)

what leads to:

η−0 = −M2(2)γ0 v(2M)− M

8
c20 −

M

6
− 32

9
πM5(2)δρ , (218)

η−2 = −M
3
−M2(2)γ2 v(2M) , (219)

η+
0 = −M

6
− 32

9
πM5(2)δρ , (220)

η+
2 =

M

6
, (221)

A = −1 , (222)
λ(U) = 0 , (223)

(2)γ2u(2M) = 0 . (224)

3rd order

In the third order, the conditions for the v-independence of the metric are:

(3)ξ1ϕ = q31r
2v + (3)γ1ϕ(r) , (225)

(3)ξ3ϕ = (3)γ3ϕ(r) , (226)

where q31 is an arbitrary constant and (3)γ` µ(r) are arbitrary functions of r. From the
expansion of (182) in the third order in a we obtain the conditions:

(3)h+
1 vϕ(2M)− A(3)h−1 vϕ(2M) =3q11

(
c20 − 64M4q20

)
+

3 (5c20 + 8)

20M2
+

+ 4M2 (q31 − 12q20) + 32πM2(2)δρ , (227)

(3)h+
3 vϕ(2M)− A(3)h−3 vϕ(2M) =

3

10M2
, (228)

5M2(3)ξ3,ϕ(2M) =6(2)γ2 r(2M)
(
4M2q11 + 1

)
+

+ 2
(
3M (2)γ2 v(2M) + 1

) (
M (1)γ′1ϕ(2M)− (1)γ1ϕ(2M)

)
.

(229)

The condition (228) can be fulfilled by setting

Ω31 =
3 (4M2q11 + 1) (c20 − 64M4q20)

16M4
+ q31 + 8π(2)δρ , (230)
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and (230) can be fulfilled by the appropriate choice of (i)γ` µ (e.g. setting them to zero).
Condition (229) leads to a contradiction and cannot be fulfilled - we do not have any
free parameters in (3)h3 vϕ and (3)h3 vϕ. This fact leads to the conclusion that within our
assumptions gravastar cannot be matched with Kerr spacetime.

4.5 Discussion of the interior solution and matching surface

The solution (195)-(198) is an exact solution to Einstein equations. It turns out that it is
just a de Sitter spacetime in rotating coordinates. Let’s act on the solution (195)-(198)
with the following gauge transformation:

(1)ξ1 =
(
0, 0, 0, r2Ω11v

)
, (231)

(2)ξ0 =

(
− c20r

16M2
+
c20 (r2 − 4M2)

128M4
v,

c20v

16M2
, 0, 0

)
, (232)

(2)ξ2 = (0, 0, 0, 0) , (233)

(3)ξ1 =

(
0, 0, 0, (r2Ω13 −

3c20r
2Ω11

8M2
)v

)
, (234)

(3)ξ3 = (0, 0, 0, 0) . (235)

Using formulas (169)-(171), we obtain the transformed metric:

g′vv = −1

4

(
1− r2

4M2
− 8

3
πa2r2(2)δρ

)
, (236)

g′vr =
1

2
, (237)

g′+ = r2 , (238)
g′vϕ = 0 , (239)

what is just the de Sitter metric with cosmological constant term Λ = 3
4M2 + 8π(2)δρa2.

We can also ask where is the surface that we match across up to the second order.
Due to the transformations of the Kerr metric in EF coordinates to RW form, we
have changed the r coordinate. Because of that the coordinate radius of the outer
Kerr horizon changed from rH ' 2M − a2

2M
to rRWH ' 2M − a2

4M
. The location of the

matching hypersurface in the exterior coordinates is given by r+
b (U) = 2M + a2

M2 (η+
0 +

η+
2 P2(U)). The coordinate distance between r+

b and rRWH is given by (2)δr = r+
b −rRWH =

a2(9u2−128π(2)δρM4)
36M

. It means that for (2)δρ = 0 the matching is performed above the
horizon radius apart from u = 0 (corresponding to the equator θ = π/2) where it
touches the horizon. For (2)δρ > 9

128πM4 the matching is performed under the horizon
of a Kerr black hole. Due to the dependence of r+

b on u there is no possibility to match
exactly on the Kerr horizon.

4.6 Summary and discussion

Searching for the material source of the Kerr metric is a long standing problem in
General Relativity. Articles [38, 39, 40, 41] brought a hope that a rotating ultracompact
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gravastar can be an example of such a source. One may argue that such a source would
not be a legitimate example for at least three reasons:

1. The interior solution is an exotic negative pressure fluid.

2. Only the first junction condition would be fulfilled, the second would only provide
a singular energy–momentum tensor of the matching surface.

3. The matching is performed extremely close to the horizon and in the zeroth order
on the horizon.

On the other hand, static gravastars were proposed as an alternative to a Schwarzschild
black hole [45, 48]. Thus, one can treat our study as an attempt to find the gravastar–
like alternative to a Kerr black hole rather than as an attempt to construct a physically
plausible star–like object that would serve as a source for the Kerr black hole. Nev-
ertheless, we show that such a matching between rotating ultracompact gravastar and
Kerr metric is not likely to be possible. Now I want to provide some remarks on our
results and compare it to the other authors’ results:

1. We have assumed a specific equation of state of the gravastar - one may argue,
that with other equation of state matching would be possible. Some authors, e.g.
[53, 54] claim that to match gravastar with Kerr, one should include a vortex
solution inside.

2. The interior solution was chosen to be regular at r = 0 and r = 2M . To ensure this
regularity, we calculated the Kretschmann scalar at r = 0 and r = 2M and put to
zero terms that produced singularities in it’s Taylor expansion. However, it may
happen that the singularities in the expansion are artefacts of the perturbative
expansion ([53]). As an example we can take a function f(r) = a2

r2+a2
that is

regular at r = 0 for all real values of a, but it’s Taylor expansion around a = 0
produces terms singular at r = 0. Unfortunately, we do not know a way to
deal with this obstacle and it seems to be an inherent flaw of the perturbative
expansion (all authors that we are aware of dismiss terms which are singular -
with one exception of [53], but we discuss this paper later). This possibility leads
to the following statements: if there exist a rotating gravastar solution that is
continuously matched to the Kerr black hole, perturbative approach is not a right
way to seek for this solution.

3. We would like to emphasise the need of going to higher orders with the known
perturbative sources of the Kerr black hole, e.g. [43, 42] to verify if the matching
survives. As we have found out, the system of equations arising from the first
matching condition up to the second perturbation order is well-determined, what
means that one could match almost anything to anything up to the second order.
Only in the third order one has real conditions for the metric and if they are not
compatible, the matching cannot be performed.

4. Author of [41] base the conclusion that rotating gravastar may be a source for the
Kerr black hole on the limiting values of the multipole moments of the solution
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he obtains. It seems that this claim is not fully justified. There is no proof that
the equality of certain multipole moments between two spacetimes means that
these are the same spacetimes. In a recent paper [55] authors provide examples of
"mimickers" of the Kerr black hole - solutions which have the same value of some
multipole moments as the Kerr black hole, but they are different spacetimes.

5. Recently there appeared an interesting article [53] that tackles exactly the same
problem as our work [3]. The conclusion of [53] is that it’s possible to match the
rotating gravastar with the Kerr black hole on the horizon of the Kerr black hole
up to the second perturbation order. However, from our calculations it follows
that such a matching is not possible. This discrepancy comes from the fact that
authors of [53] allow for the perturbations which are singular at r = 0, what
introduces one more free constant, which can be used to perform the matching
exactly on the horizon. The justification for such a scenario is the possibility that
the singularities they have in perturbations are not real (see comment 2 above).
I see downturns of such an approach. First of all, authors of [53] do not provide
convincing arguments that the singularity they produce is not a real curvature
singularity. What’s more, by allowing for singular terms one would be able to
match anything with almost anything, since a lot of freedom in the solutions
would appear (but probably this freedom would be associated with curvature
singularities in the solution).
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5 Final remarks on the thesis
To sum up, in this thesis I presented the results of my studies on both linear and
nonlinear perturbations of exact solutions to Einstein equations. In the two papers
[1, 2] the focus was put on the formalism - in [1], together with A. Jansen and A.
Rostworowski, we provided an extension of the Kodama–Ishibashi equations to the
Eisnstein–Maxwell–scalar case and in [2] I provided the nonlinear extension of the Zerilli
master equations describing the perturbations of the Reissner–Nordström black hole. I
would like to emphasise the fact that without an “ansatz” approach introduced by A.
Rostworowski in [4], obtaining results from [1] and [2] would be much more difficult.
The third paper, [3], was more practical - it addressed the physical question: if the
vacuum spacetime outside the compact object is the Kerr spacetime, is it possible that
the source of this solution is the rotating gravastar? Although the perturbation methods
are not one–hundred percent conclusive, they provide strong arguments that the answer
to such a question is no.
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Appendices

A Kretschmann scalar for a rotating gravastar solu-
tion

In this appendix I a present a perturbation expansion of the Kretschmann scalar. The
Kretschmann scalar is calculated for the metric which is the solution to Einstein equa-
tions for the perturbations of the interior gravastar (de Sitter) solution up to the sixth
order. The full solution itself is extremely lengthy and can be found in a Mathematica
Notebook [52]. Method of solving Einstein equations is based on the formalism [4],
which was already described and extended in this thesis.

The aim of this calculation is to find the regular part of the metric up to the third
order. However, in this case the singularities which appear in metric at order i show up
in the Kretschmann scalar at order 2i, that’s why we need the solution up to the sixth
order. The full solution contains the following constants: Π11, Ω11, c20, d20, c22, d22, Π31,
Ω31, Π33, Ω33, c40, d40, c42, d42, c44, d44, Π51, Ω51, Π53, Ω53, Π55, Ω55, c60, d60, c62, d62,
c64, d64, c66, d66, where lower indices of a given contant Ci` refer to the perturbation
order and the multipole expansion number, respectively. The solution contains the
perturbations of the density as well: (2)δρ, (4)δρ and (6)δρ. Once the Kretschmann scalar
expansion blows up, I set the appropriate constants to zero to make the solution regular.
The Kretschmann scalar expansion is given by:

K = K̄ +
a2

2
(2)K +

a4

4!
(4)K +

a6

6!
(6)K +O(a8) . (240)

A.1 Second order

Second order expansion of the Kretschmann scalar reads:

(2)K = −192(10M2 − r2)

M2r8
Π11 +

64π(2)δρ

M2
− 192

(
r2 + 8M2

M2r8

)
Π11P2(u) , (241)

where lower index refers to the the polar expansion and P` is the Legendre polynomial
of order `. To make (2)K regular at r = 0, we set Π11 = 0.

A.2 Fourth order

(4)K = (4)K0 + (4)K2P2(u) + (4)K4P4(u) , (242)
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where

4!(4)K0 =
81d2

22 (560M4 − 120M2r2 + 3r4) coth−1
(

2M
r

)2

20M2r10
+

−27d22 coth−1
(

2M
r

)
(12c22 (560M4 − 120M2r2 + 3r4) + 5d22r (84M2 − 11r2))

5Mr10
+

+
16
(
81c2

22 (560M6 − 120M4r2 + 3M2r4) + 80πr10
(
3δρ+ 3(4)δρ+ 16πδρ2M2

))

5M2r10
+

+
72 (3c22d22 (84M2 − 11r2) + 16d2

20r
3)

r9
+

+
9d2

22 (5040M6 − 2760M4r2 + 443M2r4 − 16r6)

5r8 (Mr2 − 4M3)2 , (243)

4!(4)K2 =
81d2

22 (400M4 − 72M2r2 + r4) coth−1
(

2M
r

)2

14M2r10
+

+
216 (14d20r

2 (r2 − 12M2)− 3c22 (400M4 − 72M2r2 + r4)) coth−1
(

2M
r

)

7Mr10
+

+
54d2

22 (29r2 − 300M2) coth−1
(

2M
r

)

7Mr9
+

+
18d2

22 (3600M6 − 1848M4r2 + 265M2r4 − 8r6)

7r8 (Mr2 − 4M3)2 +

+
432c22 (6c22 (400M4 − 72M2r2 + r4) + d22r (300M2 − 29r2))

7r10
+

+
864d20 (c22 (48M2 − 4r2) + 3d22r)

r8
, (244)

4!(4)K4 =− 243d2
22 (720M4 − 40M2r2 + 13r4) coth−1

(
2M
r

)2

140M2r10
+

−243d22 coth−1
(

2M
r

)
(4c22 (720M4 − 40M2r2 + 13r4) + 5d22r (36M2 + r2))

35Mr10
+

+
1944c22 (2c22 (720M4 − 40M2r2 + 13r4) + 5d22r (36M2 + r2))

35r10
+

+
27d2

22 (6480M6 − 2520M4r2 − 27M2r4 + 64r6)

35r8 (Mr2 − 4M3)2 . (245)

To make (4)K regular at r = 0 and r = 2M , we set c22 = d20 = d22 = 0.

A.3 Sixth order

(6)K = (6)K0 + (6)K2P2(u) + (6)K4P4(u) + (6)K6P6(u) , (246)
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where

6!(6)K0 =
32

3
π

(
32π(2)δρ(4)δρ+

3(6)δρ

M2

)
+

+
4800M4 (−3360M6 + 1120M4r2 − 90M2r4 + r6) Ω2

33 coth−1
(

2M
r

)2

7r12
+

+
480M (3360M6 − 1120M4r2 + 90M2r4 − r6) Π33Ω33 coth−1

(
2M
r

)

7r12
+

+
6400M5 (2520M4 − 630M2r2 + 29r4) Ω2

33 coth−1
(

2M
r

)

7r11
+

+
2( r2

M2 − 10)Π2
31

3r8
− 320M2 (2520M4 − 630M2r2 + 29r4) Π33Ω33

7r11
+

+− 12(3360M6 − 1120M4r2 + 90M2r4 − r6)Π2
33

7M2r12
+

−1280M4 (151200M8 − 100800M6r2 + 22530M4r4 − 1805M2r6 + 28r8) Ω2
33

21r10 (r2 − 4M2)2 ,

(247)

6!(6)K2 =
1600 (−11200M10 + 3600M8r2 − 276M6r4 + 3M4r6) Ω2

33 coth−1
(

2M
r

)2

7r12
+

−480M (200M4 − 42M2r2 + r4) Π31Ω33 coth−1
(

2M
r

)

7r10
+

+
160M (11200M6 − 3600M4r2 + 276M2r4 − 3r6) Π33Ω33 coth−1

(
2M
r

)

7r12
+

+
6400M5 (8400M4 − 2000M2r2 + 87r4) Ω2

33 coth−1
(

2M
r

)

21r11
+

+
2 (7Π31r (8M2 + r2) + 480M4Ω33 (19r2 − 150M2)) Π31

21M2r9
+

−6400M4 (25200M6 − 10200M4r2 + 1051M2r4 − 16r6) Ω2
33

63r10 (r2 − 4M2)
+

+
4(11200M6 − 3600M4r2 + 276M2r4 − 3r6)Π2

33

7M2r12
+

−24 (200M4 − 42M2r2 + r4) Π31Π33

7M2r10
+

+
320M2 (8400M4 − 2000M2r2 + 87r4) Π33Ω33

21r11
, (248)
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6!(6)K4 =
14400M4 (−10080M6 + 2880M4r2 − 190M2r4 + r6) Ω2

33 coth−1
(

2M
r

)2

77r12
+

−480M (80M4 − r4) Π31Ω33 coth−1
(

2M
r

)

7r10
+

+
1440M (10080M6 − 2880M4r2 + 190M2r4 − r6) Π33Ω33 coth−1

(
2M
r

)

77r12
+

+
57600M5 (2520M4 − 510M2r2 + 19r4) Ω2

33 coth−1
(

2M
r

)

77r11
+

+
36(−10080M6 + 2880M4r2 − 190M2r4 + r6)Π2

33

77M2r12
+

−2880M2 (2520M4 − 510M2r2 + 19r4) Π33Ω33

77r11
+

−1280M4 (453600M8 − 280800M6r2 + 56790M4r4 − 4005M2r6 + 64r8) Ω2
33

77r10 (r2 − 4M2)2 +

+
8 (3Π33 (80M4 − r4) + 200M4rΩ33 (12M2 + r2)) Π31

7M2r10
, (249)

6!(6)K6 =− 40000M4 (1792M6 − 336M4r2 + 24M2r4 + 3r6) Ω2
33 coth−1

(
2M
r

)2

77r12
+

+
4000M (1792M6 − 336M4r2 + 24M2r4 + 3r6) Π33Ω33 coth−1

(
2M
r

)

77r12
+

+
32000M5 (6720M4 − 700M2r2 + 69r4) Ω2

33 coth−1
(

2M
r

)

231r11
+

−100(1792M6 − 336M4r2 + 24M2r4 + 3r6)Π2
33

77M2r12
+

−1600M2 (6720M4 − 700M2r2 + 69r4) Π33Ω33

231r11
+

−6400M4 (403200M8 − 210000M6r2 + 35080M4r4 − 3725M2r6 + 448r8) Ω2
33

693r10 (r2 − 4M2)2 .

(250)

To make (6)K regular at r = 0 and r = 2M , we set Π31 = Π33 = Ω33 = 0.

A.4 Regular part of the Kretschmann scalar

Up to the third order, we are left with the solution containing four nonzero constants:
Ω11, c20, Ω31 and (2)δρ. The Kretschmann scalar corresponding to this solution (up to
the sixth order) reads:

K =
3

2M4
+

32π

M2
(2)δρa2 +

32

3
π

(
3

M2
(4)δρ+

16π(2)δρ2

M2

)
a4+

+
32

3
π

(
3

M2
(6)δρ+ 32π(2)δρ(4)δρ

)
a6 +O(a8) . (251)

56



References
[1] Aron Jansen, Andrzej Rostworowski, and Mieszko Rutkowski. Master equations

and stability of Einstein-Maxwell-scalar black holes. JHEP, 12:036, 2019. doi:
10.1007/JHEP12(2019)036.

[2] Mieszko Rutkowski. Nonlinear perturbations of reissner-nordström black holes.
Phys. Rev. D, 100:044017, Aug 2019. doi: 10.1103/PhysRevD.100.044017. URL
https://link.aps.org/doi/10.1103/PhysRevD.100.044017.

[3] Mieszko Rutkowski and Andrzej Rostworowski. Ultracompact rotating gravastars
and the problem of matching with kerr spacetime. Phys. Rev. D, 104:084041, Oct
2021. doi: 10.1103/PhysRevD.104.084041. URL https://link.aps.org/doi/10.
1103/PhysRevD.104.084041.

[4] Andrzej Rostworowski. Towards a theory of nonlinear gravitational waves: A
systematic approach to nonlinear gravitational perturbations in the vacuum. Phys.
Rev. D, 96:124026, Dec 2017. doi: 10.1103/PhysRevD.96.124026. URL https:
//link.aps.org/doi/10.1103/PhysRevD.96.124026.

[5] James B. Hartle. Slowly rotating relativistic stars. i. equations of structure. As-
trophysical Journal, 150:1005, 1967. URL http://adsabs.harvard.edu/abs/
1967ApJ...150.1005H.

[6] Marco Bruni, Sabino Matarrese, Silvia Mollerach, and Sebastiano Sonego. Pertur-
bations of spacetime: gauge transformations and gauge invariance at second order
and beyond. Classical and Quantum Gravity, 14(9):2585–2606, sep 1997. doi:
10.1088/0264-9381/14/9/014. URL https://doi.org/10.1088%2F0264-9381%
2F14%2F9%2F014.

[7] Albert Einstein. Die Feldgleichungen der Gravitation. Sitzungsberichte der
Königlich Preußischen Akademie der Wissenschaften (Berlin, pages 844–847, Jan-
uary 1915.

[8] Hans Stephani, Dietrich Krämer, Malcolm MacCallum, Cornelius Hoenselaers, and
Eduard Herlt. Exact solutions of Einstein’s field equations; 2nd ed. Cambridge
Univ. Press, Cambridge, 2003. doi: 10.1017/CBO9780511535185. URL https:
//cds.cern.ch/record/624239.

[9] Karl Schwarzschild. Über das Gravitationsfeld einer Kugel aus inkompressibler
Flüssigkeit nach der Einsteinschen Theorie. In Sitzungsberichte der Königlich
Preussischen Akademie der Wissenschaften zu Berlin, pages 424–434, March 1916.

[10] Roy P. Kerr. Gravitational field of a spinning mass as an example of algebraically
special metrics. Phys. Rev. Lett., 11:237–238, Sep 1963. doi: 10.1103/PhysRevLett.
11.237. URL https://link.aps.org/doi/10.1103/PhysRevLett.11.237.

[11] A. Friedmann. Über die Krümmung des Raumes. Zeitschrift fur Physik, 10:377–
386, January 1922. doi: 10.1007/BF01332580.

57

https://link.aps.org/doi/10.1103/PhysRevD.100.044017
https://link.aps.org/doi/10.1103/PhysRevD.104.084041
https://link.aps.org/doi/10.1103/PhysRevD.104.084041
https://link.aps.org/doi/10.1103/PhysRevD.96.124026
https://link.aps.org/doi/10.1103/PhysRevD.96.124026
http://adsabs.harvard.edu/abs/1967ApJ...150.1005H
http://adsabs.harvard.edu/abs/1967ApJ...150.1005H
https://doi.org/10.1088%2F0264-9381%2F14%2F9%2F014
https://doi.org/10.1088%2F0264-9381%2F14%2F9%2F014
https://cds.cern.ch/record/624239
https://cds.cern.ch/record/624239
https://link.aps.org/doi/10.1103/PhysRevLett.11.237


[12] A. Friedmann. Über die Möglichkeit einer Welt mit konstanter negativer Krüm-
mung des Raumes. Zeitschrift fur Physik, 21(1):326–332, December 1924. doi:
10.1007/BF01328280.

[13] G. Lemaître. Expansion of the universe, A homogeneous universe of constant mass
and increasing radius accounting for the radial velocity of extra-galactic nebulae.
Monthly Notices of the Royal Astronomical Society, 91:483–490, March 1931. doi:
10.1093/mnras/91.5.483.

[14] G. Lemaitre. L’Univers en Expansion. Publications du Laboratoire d’Astronomie
et de Geodesie de l’Universite de Louvain, 10:1–19, January 1937.

[15] H. P. Robertson. Kinematics and World-Structure. The Astrophysical Journal, 82:
284, November 1935. doi: 10.1086/143681.

[16] A. G. Walker. On Milne’s Theory of World-Structure*. Proceedings of the London
Mathematical Society, s2-42(1):90–127, 01 1937. ISSN 0024-6115. doi: 10.1112/
plms/s2-42.1.90. URL https://doi.org/10.1112/plms/s2-42.1.90.

[17] Frans Pretorius. Evolution of binary black-hole spacetimes. Phys. Rev. Lett., 95:
121101, Sep 2005. doi: 10.1103/PhysRevLett.95.121101. URL https://link.
aps.org/doi/10.1103/PhysRevLett.95.121101.

[18] Luca Baiotti, Bruno Giacomazzo, and Luciano Rezzolla. Accurate evolutions of
inspiralling neutron-star binaries: Prompt and delayed collapse to a black hole.
Phys. Rev. D, 78:084033, Oct 2008. doi: 10.1103/PhysRevD.78.084033. URL
https://link.aps.org/doi/10.1103/PhysRevD.78.084033.

[19] P. Ajith, S. Babak, Y. Chen, M. Hewitson, B. Krishnan, A. M. Sintes, J. T.
Whelan, B. Brügmann, P. Diener, N. Dorband, J. Gonzalez, M. Hannam, S. Husa,
D. Pollney, L. Rezzolla, L. Santamaría, U. Sperhake, and J. Thornburg. Template
bank for gravitational waveforms from coalescing binary black holes: Nonspinning
binaries. Phys. Rev. D, 77:104017, May 2008. doi: 10.1103/PhysRevD.77.104017.
URL https://link.aps.org/doi/10.1103/PhysRevD.77.104017.

[20] Luca Baiotti and Luciano Rezzolla. Binary neutron star mergers: a review of
einstein’s richest laboratory. Reports on Progress in Physics, 80(9):096901, jul 2017.
doi: 10.1088/1361-6633/aa67bb. URL https://doi.org/10.1088/1361-6633/
aa67bb.

[21] Masaru Shibata. Rotating black hole surrounded by self-gravitating torus in the
puncture framework. Phys. Rev. D, 76:064035, Sep 2007. doi: 10.1103/PhysRevD.
76.064035. URL https://link.aps.org/doi/10.1103/PhysRevD.76.064035.

[22] Janusz Karkowski, Wojciech Kulczycki, Patryk Mach, Edward Malec, Andrzej
Odrzywołek, and Michał Piróg. General-relativistic rotation: Self-gravitating
fluid tori in motion around black holes. Phys. Rev. D, 97:104034, May 2018.
doi: 10.1103/PhysRevD.97.104034. URL https://link.aps.org/doi/10.1103/
PhysRevD.97.104034.

58

https://doi.org/10.1112/plms/s2-42.1.90
https://link.aps.org/doi/10.1103/PhysRevLett.95.121101
https://link.aps.org/doi/10.1103/PhysRevLett.95.121101
https://link.aps.org/doi/10.1103/PhysRevD.78.084033
https://link.aps.org/doi/10.1103/PhysRevD.77.104017
https://doi.org/10.1088/1361-6633/aa67bb
https://doi.org/10.1088/1361-6633/aa67bb
https://link.aps.org/doi/10.1103/PhysRevD.76.064035
https://link.aps.org/doi/10.1103/PhysRevD.97.104034
https://link.aps.org/doi/10.1103/PhysRevD.97.104034


[23] Hayley J. Macpherson, Paul D. Lasky, and Daniel J. Price. Inhomogeneous cosmol-
ogy with numerical relativity. Phys. Rev. D, 95:064028, Mar 2017. doi: 10.1103/
PhysRevD.95.064028. URL https://link.aps.org/doi/10.1103/PhysRevD.95.
064028.

[24] S. Chandrasekhar. The Post-Newtonian Equations of Hydrodynamics in General
Relativity. The Astrophysical Journal, 142:1488, November 1965. doi: 10.1086/
148432.

[25] V. FOCK. Chapter vii - approximate solutions, conservation laws and
some questions of principle. In V. FOCK, editor, The Theory of Space,
Time and Gravitation (Second Edition), pages 318–399. Pergamon, second edi-
tion edition, 1964. ISBN 978-0-08-010061-6. doi: https://doi.org/10.1016/
B978-0-08-010061-6.50014-7. URL https://www.sciencedirect.com/science/
article/pii/B9780080100616500147.

[26] Gary Gibbons and Sean A. Hartnoll. Gravitational instability in higher dimensions.
Phys. Rev. D, 66:064024, Sep 2002. doi: 10.1103/PhysRevD.66.064024. URL
https://link.aps.org/doi/10.1103/PhysRevD.66.064024.

[27] Hideo Kodama and Akihiro Ishibashi. A Master Equation for Gravitational Per-
turbations of Maximally Symmetric Black Holes in Higher Dimensions. Progress
of Theoretical Physics, 110(4):701–722, 10 2003. ISSN 0033-068X. doi: 10.1143/
PTP.110.701. URL https://doi.org/10.1143/PTP.110.701.

[28] Hideo Kodama and Akihiro Ishibashi. Master Equations for Perturbations of Gen-
eralised Static Black Holes with Charge in Higher Dimensions. Progress of Theo-
retical Physics, 111(1):29–73, 01 2004. ISSN 0033-068X. doi: 10.1143/PTP.111.29.
URL https://doi.org/10.1143/PTP.111.29.

[29] Tullio Regge and John A. Wheeler. Stability of a schwarzschild singularity. Phys.
Rev., 108:1063–1069, Nov 1957. doi: 10.1103/PhysRev.108.1063. URL https:
//link.aps.org/doi/10.1103/PhysRev.108.1063.

[30] Frank J. Zerilli. Effective potential for even-parity regge-wheeler gravitational
perturbation equations. Phys. Rev. Lett., 24:737–738, Mar 1970. doi: 10.1103/
PhysRevLett.24.737. URL https://link.aps.org/doi/10.1103/PhysRevLett.
24.737.

[31] Frank J. Zerilli. Tensor harmonics in canonical form for gravitational radiation
and other applications. Journal of Mathematical Physics, 11(7):2203–2208, 1970.
doi: 10.1063/1.1665380. URL https://doi.org/10.1063/1.1665380.

[32] Hans-Peter Nollert. Quasinormal modes: the characteristic ‘sound’ of black holes
and neutron stars. Classical and Quantum Gravity, 16(12):R159, 1999. URL
http://stacks.iop.org/0264-9381/16/i=12/a=201.

59

https://link.aps.org/doi/10.1103/PhysRevD.95.064028
https://link.aps.org/doi/10.1103/PhysRevD.95.064028
https://www.sciencedirect.com/science/article/pii/B9780080100616500147
https://www.sciencedirect.com/science/article/pii/B9780080100616500147
https://link.aps.org/doi/10.1103/PhysRevD.66.064024
https://doi.org/10.1143/PTP.110.701
https://doi.org/10.1143/PTP.111.29
https://link.aps.org/doi/10.1103/PhysRev.108.1063
https://link.aps.org/doi/10.1103/PhysRev.108.1063
https://link.aps.org/doi/10.1103/PhysRevLett.24.737
https://link.aps.org/doi/10.1103/PhysRevLett.24.737
https://doi.org/10.1063/1.1665380
http://stacks.iop.org/0264-9381/16/i=12/a=201


[33] Shinji Mukohyama. Gauge-invariant gravitational perturbations of maximally sym-
metric spacetimes. Phys. Rev. D, 62:084015, Sep 2000. doi: 10.1103/PhysRevD.
62.084015. URL https://link.aps.org/doi/10.1103/PhysRevD.62.084015.

[34] Jonathan E Thompson, Hector Chen, and Bernard F Whiting. Gauge invariant
perturbations of the schwarzschild spacetime. Classical and Quantum Gravity, 34
(17):174001, aug 2017. doi: 10.1088/1361-6382/aa7f5b. URL https://doi.org/
10.1088/1361-6382/aa7f5b.

[35] Frank J. Zerilli. Perturbation analysis for gravitational and electromagnetic radia-
tion in a reissner-nordström geometry. Phys. Rev. D, 9:860–868, Feb 1974. doi: 10.
1103/PhysRevD.9.860. URL https://link.aps.org/doi/10.1103/PhysRevD.9.
860.

[36] Vincent Moncrief. Stability of reissner-nordström black holes. Phys. Rev. D, 10:
1057–1059, Aug 1974. doi: 10.1103/PhysRevD.10.1057. URL https://link.aps.
org/doi/10.1103/PhysRevD.10.1057.

[37] J. Bičák. On the theories of the interacting perturbations of the reissner-nordström
black hole. Czechoslovak Journal of Physics B, 29(9):945–980, Sep 1979. ISSN 1572-
9486. doi: 10.1007/BF01603119. URL https://doi.org/10.1007/BF01603119.

[38] Nami Uchikata and Shijun Yoshida. Slowly rotating thin shell gravastars. Classical
and Quantum Gravity, 33(2):025005, dec 2015. doi: 10.1088/0264-9381/33/2/
025005. URL https://doi.org/10.1088%2F0264-9381%2F33%2F2%2F025005.

[39] Paolo Pani. I-love-q relations for gravastars and the approach to the black-hole
limit. Phys. Rev. D, 92:124030, Dec 2015. doi: 10.1103/PhysRevD.92.124030. URL
https://link.aps.org/doi/10.1103/PhysRevD.92.124030.

[40] Nami Uchikata, Shijun Yoshida, and Paolo Pani. Tidal deformability and i-love-q
relations for gravastars with polytropic thin shells. Phys. Rev. D, 94:064015, Sep
2016. doi: 10.1103/PhysRevD.94.064015. URL https://link.aps.org/doi/10.
1103/PhysRevD.94.064015.

[41] Camilo Posada. Slowly rotating supercompact Schwarzschild stars. Monthly
Notices of the Royal Astronomical Society, 468(2):2128–2139, 03 2017. ISSN
0035-8711. doi: 10.1093/mnras/stx523. URL https://doi.org/10.1093/mnras/
stx523.

[42] Jeffrey M. Cohen. Note on the kerr metric and rotating masses. Journal of
Mathematical Physics, 8(7):1477–1478, 1967. doi: 10.1063/1.1705382. URL
https://doi.org/10.1063/1.1705382.

[43] Vicente De La Cruz and Werner Israel. Spinning shell as a source of the kerr
metric. Phys. Rev., 170:1187–1192, Jun 1968. doi: 10.1103/PhysRev.170.1187.
URL https://link.aps.org/doi/10.1103/PhysRev.170.1187.

60

https://link.aps.org/doi/10.1103/PhysRevD.62.084015
https://doi.org/10.1088/1361-6382/aa7f5b
https://doi.org/10.1088/1361-6382/aa7f5b
https://link.aps.org/doi/10.1103/PhysRevD.9.860
https://link.aps.org/doi/10.1103/PhysRevD.9.860
https://link.aps.org/doi/10.1103/PhysRevD.10.1057
https://link.aps.org/doi/10.1103/PhysRevD.10.1057
https://doi.org/10.1007/BF01603119
https://doi.org/10.1088%2F0264-9381%2F33%2F2%2F025005
https://link.aps.org/doi/10.1103/PhysRevD.92.124030
https://link.aps.org/doi/10.1103/PhysRevD.94.064015
https://link.aps.org/doi/10.1103/PhysRevD.94.064015
https://doi.org/10.1093/mnras/stx523
https://doi.org/10.1093/mnras/stx523
https://doi.org/10.1063/1.1705382
https://link.aps.org/doi/10.1103/PhysRev.170.1187


[44] H Pfister and K H Braun. A mass shell with flat interior cannot rotate rigidly.
Classical and Quantum Gravity, 3(3):335–345, may 1986. doi: 10.1088/0264-9381/
3/3/008. URL https://doi.org/10.1088%2F0264-9381%2F3%2F3%2F008.

[45] Pawel O. Mazur and Emil Mottola. Gravitational vacuum condensate stars. Pro-
ceedings of the National Academy of Sciences, 101(26):9545–9550, 2004. ISSN 0027-
8424. doi: 10.1073/pnas.0402717101. URL https://www.pnas.org/content/
101/26/9545.

[46] Werner Israel. Singular hypersurfaces and thin shells in general relativity. Nuovo
Cimento B, 32:1–14, 1966. doi: https://doi.org/10.1007/BF02710419.

[47] Matt Visser and David L. Wiltshire. Stable gravastars—an alternative to black
holes? Classical and Quantum Gravity, 21(4):1135–1151, February 2004. doi:
10.1088/0264-9381/21/4/027.

[48] Pawel O Mazur and Emil Mottola. Surface tension and negative pressure interior
of a non-singular ‘black hole’. Classical and Quantum Gravity, 32(21):215024, oct
2015. doi: 10.1088/0264-9381/32/21/215024. URL https://doi.org/10.1088%
2F0264-9381%2F32%2F21%2F215024.

[49] Richard C. Tolman. Static solutions of einstein’s field equations for spheres of
fluid. Phys. Rev., 55:364–373, Feb 1939. doi: 10.1103/PhysRev.55.364. URL
https://link.aps.org/doi/10.1103/PhysRev.55.364.

[50] H. A. Buchdahl. General relativistic fluid spheres. Phys. Rev., 116:1027–1034,
Nov 1959. doi: 10.1103/PhysRev.116.1027. URL https://link.aps.org/doi/
10.1103/PhysRev.116.1027.

[51] C. Barrabès and W. Israel. Thin shells in general relativity and cosmology: The
lightlike limit. Phys. Rev. D, 43:1129–1142, Feb 1991. doi: 10.1103/PhysRevD.43.
1129. URL https://link.aps.org/doi/10.1103/PhysRevD.43.1129.

[52] https://github.com/mieszko2/Kretschmann_scalar/blob/main/
Kretschmann_scalar_density.nb.

[53] Philip Beltracchi, Paolo Gondolo, and Emil Mottola. Slowly rotating gravastars,
2021.

[54] Paweł Mazur. Unique source of slowly rotating kerr black hole, 2020.

[55] Béatrice Bonga and Huan Yang. Mimicking kerr’s multipole moments, 2021.

[56] Sebastian J. Szybka and Mieszko Rutkowski. Einstein clusters as models of inho-
mogeneous spacetimes. The European Physical Journal C, 80(5), May 2020. ISSN
1434-6052. doi: 10.1140/epjc/s10052-020-7948-0. URL http://dx.doi.org/10.
1140/epjc/s10052-020-7948-0.

61

https://doi.org/10.1088%2F0264-9381%2F3%2F3%2F008
https://www.pnas.org/content/101/26/9545
https://www.pnas.org/content/101/26/9545
https://doi.org/10.1088%2F0264-9381%2F32%2F21%2F215024
https://doi.org/10.1088%2F0264-9381%2F32%2F21%2F215024
https://link.aps.org/doi/10.1103/PhysRev.55.364
https://link.aps.org/doi/10.1103/PhysRev.116.1027
https://link.aps.org/doi/10.1103/PhysRev.116.1027
https://link.aps.org/doi/10.1103/PhysRevD.43.1129
https://github.com/mieszko2/Kretschmann_scalar/blob/main/Kretschmann_scalar_density.nb
https://github.com/mieszko2/Kretschmann_scalar/blob/main/Kretschmann_scalar_density.nb
http://dx.doi.org/10.1140/epjc/s10052-020-7948-0
http://dx.doi.org/10.1140/epjc/s10052-020-7948-0




ar
X

iv
:1

90
9.

04
04

9v
2 

 [
he

p-
th

] 
 2

2 
A

pr
 2

02
1

Prepared for submission to JHEP

Master equations and stability of

Einstein-Maxwell-scalar black holes

Aron Jansena Andrzej Rostworowskib Mieszko Rutkowskib

aDepartement de F́ısica Quantica i Astrof́ısica, Institut de Ciéncies del Cosmos, Universitat de
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Abstract: We derive master equations for linear perturbations in Einstein-Maxwell

scalar theory, for any spacetime dimension D and any background with a maximally sym-

metric n = (D − 2)-dimensional spatial component. This is done by expressing all fluctu-

ations analytically in terms of several master scalars. The resulting master equations are

Klein-Gordon equations, with non-derivative couplings given by a potential matrix of size 3,

2 and 1 for the scalar, vector and tensor sectors respectively. Furthermore, these potential

matrices turn out to be symmetric, and positivity of the eigenvalues is sufficient (though

not necessary) for linear stability of the background under consideration. In general these

equations cannot be fully decoupled, only in specific cases such as Reissner-Nordström,

where we reproduce the Kodama-Ishibashi master equations. Finally we use this to prove

stability in the vector sector of the GMGHS black hole and of Einstein-scalar theories in

general.
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1 Introduction

General Relativity admits a wide variety of Black Hole solutions, especially when coupled

to matter. For any such black hole, or black brane, one of the central questions is how it

behaves when perturbed, and in particular whether or not it is a (linearly) stable solution.

To answer this question one has to solve the linearized perturbation equations. This

can be a messy task, because the metric, and the matter fields, have many components

which all need to be fluctuated, and which may all couple.

The field of black holes perturbations was born with the seminal Regge-Wheeler [1]

paper, where the stability of the Schwarzschild solution under axial linear perturbations

was analysed. This study was extended to polar perturbations by Zerilli [2, 3] and given a

new perspective by Moncrief [4]. Later, it was extended to the Schwarzschild-de Sitter [5]

and Schwarzschild-anti-de Sitter [6] backgrounds. Finally, the problem of linear fluctua-

tions was treated in full generality by Kodama&Ishibashi (KI). In the outstanding work [7]

the problem was generalized for perturbations of general maximally-symmetric black holes

i.e. to arbitrary spacetime dimension, cosmological constant and to any of the three maxi-

mally symmetric horizon topologies (spherical, planar and hyperbolic), and then extended

to include Maxwell field (electro-vacuum) in [8]. These master equations have also been

generalised to Gauss-Bonnet gravity in [9, 10] and to Lovelock gravity in [11].

The key result of black hole perturbation theory is that the general perturbation can be

given in terms of only few scalar functions satisfying scalar wave equation with some po-

tentials. In particular, in the case of maximally symmetric black holes with an electric

charge [8] it was shown that the full problem of linear fluctuations can be reduced to solv-

ing 5 fully decoupled scalar wave equations with potentials, the so called master scalar

wave equations. These are equations on the master scalars, in which all the fluctuations

are expressed in a fully analytic way. 1. Moreover, this structure can be extended be-

yond linear approximation and we find it really remarkable that in metric perturbation

approach to Einstein equations, solving a full set of perturbation Einstein equations (at

any perturbation order) can be reduced to the problem of solving a couple of scalar wave

equations [12, 13].

In this work we generalize Kodama&Ishibashi (KI) results [8] to theories which in

addition to a charge have a scalar field, with an arbitrary potential and an arbitrary

potential coupling to the gauge field. This covers a broad class of actions, which have been

heavily studied in the context of holography [14]. The simplest examples are Einstein-

scalar theories in anti de Sitter spacetimes, with the physics depending heavily on the

choice of potential and the background solutions typically being numerical, see e.g. [15–

17]. Including the gauge field some analytic examples are the GMGHS (Gibbons, Maeda,

Garfinkle, Horowitz, Strominger) black hole [18, 19] of which we will analyze the stability

in section 4.4, and the asymptotically Lifshitz black brane of [20].

Although our results are an extension of KI, our derivation (initiated in [12, 21]) is

slightly different. Instead of making manipulation with linearized Einstein equations (con-

1More precisely, in higher dimensions, D > 4, the master scalars in vector and tensor sectors come in a

number of copies corresponding to different polarizations of gravitational waves in these sectors.
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sisting mainly in taking different linear combination of these equations and their derivatives

to arrive at master scalar equations), we take the structure of the outcome of previous work

as the initial input for our procedure: we make an ansatz that all gauge invariant character-

istics of fluctuation (see below for their definition) are given in terms of linear combinations

of master scalars and their derivatives, where the master scalar themselves satisfy scalar

wave equations coupled with interaction potentials. As the final results, we express all the

perturbations analytically in terms of the three sets of master scalars, one for each helic-

ity h. We find such an ansatz approach to solve for the fluctuations to be a very robust

technique: interestingly it works also for time-dependent backgrounds, for example in the

cosmological perturbations context [12, 21]). The main advantage is that once we decide

on the correct form of the ansatz (i.e. the highest order of derivatives of master scalars

in the linear combinations for gauge invariants and/or the form of the couplings between

master scalars in master scalar wave equations), finding the function coefficients of these

linear combinations and the actual form of the coupling potentials is an purely algorithmic

task (although rather unthinkable to achieve in the pre-computer algebra packages era).

We express all the perturbations analytically into three sets of master scalars, one for

each helicity h.

Each set of master scalars satisfies a coupled master equation of the form,

�Φ(h)
s −W

(h)
s,s′(r)Φ

(h)
s′ = 0 , (1.1)

where � stands for the wave operator on the background metric (see eq.(2.2) below) and

the potential matrix W couples the different master scalars with the same helicity, which

are labeled by their spin. The components of the perturbations are first expressed into

gauge invariant combinations (Eq. 3.4), which are then expressed in terms of these master

scalars (Eqs. 3.5, 3.7 and appendix C). The potentials are given in Eqs. 3.6, 3.9, 3.12 and

3.14. In section 3.4 we discuss when these still coupled master equations can be further

decoupled into single equations. Then in section 4 we discuss a sufficient criterion for linear

stability and apply it to several specific cases.

The master equations we derive here are made available in a Mathematica notebook,

along with a check of their correctness, at [22].

2 Setup

We consider the class of Einstein-Maxwell-scalar theories described by the following action,

S =

∫
dn+2x

√−g

(
R− 2Λ− η(∂φ)2 − 1

4
Z(φ)F 2 − V (φ)

)
, (2.1)

where R is the Ricci scalar, Λ is a cosmological constant, η is an arbitrary normalization

factor for the scalar field φ2, F = dA is the field strength and V and Z are two arbitrary

functions of the scalar field, with V (0) = 0.

2This can be absorbed into φ but we keep it explicit to make it easier to substitute a particular model.
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Any time-independent n + 2 dimensional solution with a maximally symmetric n-

dimensional spatial part can be written as3

ds2 = −f(r)dt2 +
ζ(r)2

f(r)
dr2 + S(r)2dX2

(n,K) ,

A = a(r)dt .

(2.2)

Here dX2
(n,K) is one of the three maximally symmetric n-dimensional spaces,

dX2
(n,K) =





dx21 + ...+ dx2n, K = 0 , planar

dΩ(n), K = +1 , spherical

dH(n), K = −1 , hyperbolic

. (2.3)

Here we note that while Kodama&Ishibashi approach [7, 8] is coordinate indepen-

dent we prefer to work with the fixed Fefferman-Graham, or Schwarzschild-like, coordinate

system (2.2). However, since our final result, eq. (1.1) is a scalar equation it can be eas-

ily expressed in any coordinate system; similarly the rules that express gauge invariant

quantities in terms of master scalars can be easily transformed (see Appendix D).

In order to avoid cluttering the presentation, we leave any complications relating to

spherical or hyperbolic symmetry to Appendix A, focussing here on the planar case. In

the results presented we do show the most general expressions, where the dependence on

the topology shows up only through the parameter K defined above and the eigenvalues

−k2 of the corresponding Laplace operator.

The equations of motion following from Eq. (2.1) lead to the following equations for

the background4:

φ′′ = φ′
(
ζ ′

ζ
− n

S′

S

)
− a′2Z ′ + 4ηf ′φ′ − 2ζ2V ′

4ηf
,

a′′ = a′
(
ζ ′

ζ
− n

S′

S
− Z ′φ′

Z

)
,

S′′ =
ζ ′S′

ζ
− η

n
Sφ′2 ,

0 = S2
(
2ηfφ′2 − Za′2

)
− 2nSf ′S′ − 2n(n− 1)fS′2 + 2ζ2

(
n(n− 1)K − S2(V + Λ)

)
,

f ′′ = Za′2 +
f ′ζ ′

ζ
− (n− 2)

f ′S′

S
− 2(n − 1)

S2

(
ζ2K − fS′2)− 2η

n
fφ′2 ,

(2.4)

where in a slight abuse of notation, primes indicate radial derivatives except when acting

on V or Z, where they indicate a derivative with respect to φ.

3Note that we could set either ζ = 1 or S = r by a gauge transformation, but we choose to keep it in

this more general form.
4Here and in everything that follows, we extrapolate the dimensional dependence from our calculations

at n = 2, ..., 9.
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We further note that although we will work with the Fefferman-Graham coordinates

Eq. (2.2) here, the final potentials in the master equations Eq. (1.1) will be exactly equal

in the Eddington-Finkelstein coordinates parametrized as,

ds2 = −f(r)dt2 + 2ζ(r)dtdr + S(r)2dX2
(n,K) , (2.5)

Any differences between the two will be shown in Appendix D.

We will not specialize to any specific background, but consider any background that

satisfies these equations.

In the following section we will perturb this general solution and derive the master

equations that describe these perturbations.

3 Master Equations

Perturbing the background solution to first order, we have to perturb all the fields: the

metric, the gauge field and the scalar. Because of the maximal symmetry of the spatial part

of the background, we can express the spatial dependence of these fluctuations using the

eigenfunctions of the Laplacian of the n-dimensional maximally symmetric space, which in

the present planar case are just plane waves, giving the following perturbations:

δgµν = hµν(t, r)e
ikx ,

δAµ = aµ(t, r)e
ikx ,

δφ = ϕ(t, r)eikx ,

(3.1)

where we’ve chosen the plane waves to propagate along the first spatial coordinate in

X =
(
x ≡ x(1), y ≡ x(2), ..., z ≡ x(n)

)
.

The derivation of the master equations takes the following steps:

1. Organise the fluctuations into three different sectors or channels, according to their

transformations under the little group.

2. Rewrite the the fluctuations into gauge-invariant combinations (or equivalently choose

a gauge that is fixed uniquely).

3. Rewrite those gauge-invariant combinations as linear combinations of master scalars

and their derivatives, where the master scalars themselves satisfy Eq. (1.1).

We shall now discuss each step in turn.

3.1 Sectors

The perturbations Eq. (3.1) naturally decouple into three sets of equations, as summa-

rized in Table (3.1). The sectors are classified by their helicity, 0, 1 or 2, or whether the

fluctuation transforms as a scalar, vector or tensor once the momentum is fixed. Various
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different names are used in the literature for these sectors, we will stick to scalar, vector

and tensor since these seem to be the most natural and context-independent.

In Table (3.1) we summarize how the different components fall into the three sectors.

We adopt a convention where indices i, j take values from (t, r, x) and indices α 6= β take

values from (x2 ≡ y, ..., xn ≡ z).

h

s
hµν aµ ϕ copies ×Ncoupled names

0
hij h
6 1

ai
3

ϕ
1 1× 11

scalar
parity-even, polar

sound

1
hiα

(n− 1)× 3
aα

n− 1 − (n− 1)× 4

vector
parity-odd, axial

shear

2

hα,β hαα − hββ
1
2 (n− 1)(n − 2) n− 2 − − 1

2(n+ 1)(n − 2)× 1
tensor
scalar

total 1
2(n+ 2)(n + 3) n+ 2 1 1

2 (n+ 3)(n + 4)

Table 1. Decoupling of perturbations into sectors. Under each perturbation we note the number

of components involved. In the rightmost column we list some names that are common in the

literature for these sectors, here we use the underlined ones.

Each of the 1 + (n− 1) + (1/2)(n+ 1)(n− 2) = (1/2)n(n+ 1)− 1 copies in the fourth

column will include one gravitational master scalar. This number is equal to the number

of graviton polarisations, which can be counted as a symmetric n by n matrix, subtracting

the trace.

The scalar sector is the most complicated one, since it receives contributions from

every field. In particular the scalar field itself of course falls into this sector. So do the

components of the gauge field and metric with i indices, and finally the trace of the spatial

metric perturbations, h. In the table we also list the number of components each of these

has. For the scalar sector there are 11 fluctuations in total, which all couple to each other.

In the next subsection we will show that the 11 coupled PDEs for fluctuations in this sector

are in fact 11 equations for 7 gauge invariant characteristics of scalar perturbations.

The vector sector consists of those fluctuations with one α index. This can be the

gauge field, or the metric where the other index is an i. Together these give 4 components,

times (n− 1) for the number of values that α can take. These are not all coupled though,

this sector further decouples into (n−1) identical copies of sets of 4 coupled equations, one

for each value of α. In the next subsection we will show that each copy of the 4 coupled

PDEs for fluctuations in this sector is in fact a copy of 4 equations for 3 gauge invariant

characteristics of vector perturbations.

Finally the tensor sector can only have contributions from the metric, and consists of

those metric fluctuations with two distinct indices α, β, of which there are 1
2(n− 1)(n− 2),

and differences of diagonal components, of which there are n−2 linearly independent ones.

This sector is particularly simple, since none of these couple to each other. Thus it falls
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into (1/2)(n + 1)(n − 2) decoupled equations. All components in this sector are in fact

gauge invariant - see the next subsection.

Since the tensor sector equations are all identical we can consider only one tensor

perturbation, which we will take to be hyz. Furthermore since the vector sector consists of

identical sets of coupled equations for each value of α we can also consider only one copy

of those, which we shall take along the z direction, so we perturb htz , hrz, hxz and az. In

the scalar sector we need all 11 perturbations, but instead of hxx and h we use different

linear combinations.

The perturbations we take are:

δgµν =




htt 1/2htr ik htx 0 ... 0 htz
1/2htr hrr ik hrx 0 ... 0 hrz
ik htx ik hrx hxx 0 ... 0 ikhxz
0 0 0 hyy 0 0 hyz
...

...
... 0

. . . 0 0

0 0 0 0 0
. . . 0

htz hrz ikhxz hyz 0 0 hzz




eikx ,

δAµ =
(
at , ar , ikax , 0 , ... , 0 , az

)
eikx ,

δφ = ϕeikx ,

(3.2)

where each function now depends on (t, r), and we further rewrite:

hxx =
1

n

(
h+ − (n − 1)k2h−

)
,

hyy = · · · = hzz =
1

n

(
h+ + k2h−

)
.

This particular convention comes from the decomposition into scalar, vector and tensor

components for general maximally symmetric topologies that we do in Appendix A, taking

the planar case.

3.2 Gauge Invariant Fluctuations

We can now use gauge transformations to simplify this further.

We do an infinitesimal coordinate transformation xµ → xµ + ξµ and an infinitesimal

gauge transformation Aµ → Aµ +∇µλ, where ξµ and λ are arbitrary functions of (t, r). If

we keep the background fields invariant, the perturbations have to transform as,

δgµν → δgµν −∇µξν −∇νξµ ,

δAµ → δAµ +∇µλ− ξν∇νAµ −Aν∇µξ
ν ,

δφ → δφ− ξν∇νφ .

(3.3)
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Now we further decompose the fluctuations into gauge-independent and gauge-dependent

ones. We find the following set of gauge-independent combinations:

helicity 2:

hyz ≡ hyz ,

helicity 1:

htz ≡ htz − ∂thxz ,

hrz ≡ hrz − ∂rhxz + 2
S′

S
hxz ,

az ≡ az ,

helicity 0:

htt ≡ htt − 2∂thtx + ∂2
t h− +

f ′

2nSS′ (h+ + k2h−) ,

htr ≡ htr − 2∂rhtx + ∂t∂rh− + 2
f ′

f
htx −

f ′

f
∂th− − ζ2

nfSS′∂t(h+ + k2h−) ,

hrr ≡ hrr −
ζ2

nfS′S
∂r(h+ + k2h−) +

(
ζ2

2nf2S2S′ (Sf
′ + 2fS′)− η

ζ2

n2fS′2φ
′2
)
(h+ + k2h−) ,

hrx ≡ hrx −
1

2
∂rh− +

S′

S
h− − ζ2

2nfSS′ (h+ + k2h−) ,

at ≡ at − ∂tax −
a′

2nSS′ (h+ + k2h−) ,

ar ≡ ar − ∂rax +
a′

2f
∂th− − a′

f
htx ,

ϕ ≡ ϕ− φ′

2nSS′ (h+ + k2h−) ,

(3.4)

Note here that although K does not appear in these expressions, these are the correct

expressions for any K. Although these expressions are independent of K, the definition of

the components through Eq. (3.2) does need to be modified, see Appendix A.

Note the structure of these definitions. The gauge invariants are formed by some

subset of the components, “dressed” with the other components and their derivatives to

make them gauge invariant. In the tensor sector this is trivial. If we demand this structure

and that the coefficients are known algebraically in terms of the background, this choice

of gauge invariants is unique in the vector sector. In the scalar sector there is however

another choice. The one we have chosen is the Detweiler gauge [23, 24]. Instead one could

have chosen the Regge-Wheeler gauge, where h+ is taken as the basis for a gauge invariant

instead of hrx. We find the Detweiler gauge simpler to work with, however we note that

since the master equations are gauge invariant, it actually does not matter for the final

potentials. Intermediate results in the Regge-Wheeler gauge are discussed in Appendix D.

When these gauge invariants are substituted into the perturbation equations, the re-

maining non-gauge-invariant “dressing” components (hxz in the vector sector and htx, h±
and ax in the scalar sector) automatically drop out. Instead of using the gauge invariant
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components one may use the gauge freedom to set these components to zero, fixing the

gauge. We stress that fixing the gauge, to Regge-Wheeler or Detweiler gauge, is completely

equivalent to working with gauge-invariant variables.

This step, and the next, are summarized in Table 3.2.

h

s
hµν aµ ϕ

0

htt, htr, hrr, hrx
htx (ξt), h+ (ξr), h− (ξx)

Φ
(0)
2

at, ar
ax (λ)

Φ
(0)
1

ϕ
-

Φ
(0)
0

1

htz, hrz
hxz (ξz)

Φ
(1)
2

az
-

Φ
(1)
1 -

2

hyz
-

Φ
(2)
2 - -

Table 2. Decoupling of sectors into gauge-independent components. For each sector and each field

we list first the gauge-invariant components, then in the line below the gauge-dependent ones and

behind them in brackets the gauge parameter that can be used to set it to zero. The bottom line

is the master scalar of that field in that sector.

3.3 Master Equations

The former two steps, the decoupling of independent sectors and the decoupling of gauge-

dependent modes, are quite standard and technically simple, and it is no surprise that this

can be done. The final step from the gauge invariant fluctuations to the master scalars is

technically more difficult, and here it is also not clear why the equations can be written in

the simple form that we will see.

Conceptually however this step is also very simple. We assume that we can express

all the fluctuations at a given spin and helicity into a single so-called “master scalar”,

which satisfies a Klein-Gordon equation with a certain potential. We make an ansatz for

the coefficients relating the gauge-invariant components to the master scalars, and for the

potentials. Then we insert this ansatz into the perturbation equations and try to find a

solution.

Around a vacuum solution, where the gauge field and scalar are zero in the background

and only consist of the fluctuations, the different spins also decouple. So for a given helicity

and spin (h, s) we can express all the fluctuations in terms of a single master scalar Φ
(h)
s

that satisfies a Klein-Gordon equation with a potential W
(h)
s,s .

The coefficients and potentials in the ansatz are found by plugging the ansatz into

the perturbation equations, and using the background equations (2.4) and the master

equations (1.1) (which involve the as yet unknown potentials) to simplify. In each equation

every coefficient of the master scalar and its derivatives must individually vanish, provided

the master equations have been imposed. This system of equations is such that for a
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given helicity and spin one has to solve a single simple first order ODE, that can be solved

analytically. This gives one integration constant for each spin and helicity, corresponding to

an arbitrary normalization of the master scalar. The rest of the equations are algebraic and

can easily be solved, although in practice it can be rather difficult even with Mathematica.

What changes when there is a gauge field and/or scalar field in the background, is

that now the master scalars in a given sector couple through the non-derivative interaction

potentials W
(h)
s,s′ . Remarkably, and non-trivially, these interaction potentials can be made

symmetric through a choice of the aforementioned integration constants. This leaves one

free integration constant per sector, that does not affect the potentials but just scales all

the master equations by the same constant. In order to get the master equations in this

form, the gauge-invariants also have to receive contributions from the other master scalars

at different spins.

We will now look at the results of this procedure sector by sector.

3.3.1 Tensor sector

In the tensor sector, only present for n > 2, nothing changes with respect to the vacuum

case. The fluctuation is proportional to the master scalar as,

hyz ≡ S2Φ
(2)
2 , (3.5)

and the master scalar satisfies a free Klein-Gordon equation,

W (2)(r) =
k2

S2
. (3.6)

Note that this single term comes simply from the Laplacian acting on a scalar eigenfunction,

meaning that tensor modes satisfy a free, massless scalar field equation.

3.3.2 Vector sector

The vector sector, which is present only for n > 1, is still quite simple and similar to the

vacuum case, in that there is no mixing between different fields at the level of the master

scalars,

htz ≡ n

kk̃

fSS′

ζ
Φ
(1)
2 +

1

kk̃

fS2

ζ
∂rΦ

(1)
2 ,

hrz ≡
1

kk̃

ζS2

f
∂tΦ

(1)
2 ,

az ≡
1

k

S√
Z
Φ
(1)
1 ,

(3.7)

where we have defined k̃ ≡
√
k2 − nK and we have chosen an overall normalization of the

master scalars to reflect the singularity of the zero momentum, or in spherical setting l = 1,

limits, see appendix B.1.

However as mentioned we get two equations which are coupled through the potential

matrix,

W (1) =

(
W

(1)
1,1 W

(1)
1,2

W
(1)
1,2 W

(1)
2,2

)
, (3.8)
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where

W
(1)
1,1(r) =

k2

S2
− f ′S′

ζ2S
+ (n− 2)

(
K

S2
− fS′2

ζ2S2

)
+

Za′2

ζ2
+

fηφ′2

nζ2
− 1

8ηζ2
Z ′

Z
V

− Z ′2

Z2

fφ′2

4ζ2
− Z ′

Z

fS′φ′

ζ2S
+

fφ′2Z ′′

2ζ2Z
,

W
(1)
1,2(r) = −

√
k2 − nK

√
Za′

ζS
,

W
(1)
2,2(r) =

k2

S2
− n

(
f ′S′

ζ2S
− fS′2

ζ2S2
+

K

S2

)
+ η

fφ′2

ζ2
,

(3.9)

and

V(r) = −2ζ2V ′ + a′2Z ′ . (3.10)

Note that as expected, when the background gauge field vanishes, the equations decouple.

Also note that the factor
√
k2 − nK in the interaction potential. In the planar case this

becomes simply k, and the equations decouple in the zero momentum limit. In the spherical

case this factor becomes equal to
√

(l − 1)(l + n), so that the equations again decouple if

l = 1. This makes sense too, because at l = 1 there are no dynamical degrees of freedom

in the metric, only in the gauge field.

3.3.3 Scalar sector

Here it gets significantly more complicated, and we present the gauge invariants in Ap-

pendix C. These are expressed in terms of three master scalars Φ
(0)
2 ,Φ

(0)
1 and Φ

(0)
0 , which

in vacuum would correspond to the gravitational, gauge field and scalar fluctuations re-

spectively. In the general case however, both the metric and the gauge field fluctuations

receive contributions from all three master scalars, while the scalar field gets a contribution

from the gravitational master scalar in addition to its own.

These three master scalars again satisfy the coupled Klein-Gordon equations 1.1 with

the potential matrix,

W (0) =



W

(0)
0,0 W

(0)
0,1 W

(0)
0,2

W
(0)
0,1 W

(0)
1,1 W

(0)
1,2

W
(0)
0,2 W

(0)
1,2 W

(0)
2,2


 . (3.11)
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The three diagonal potentials are,

W
(0)
0,0(r) =

k2

S2
+

φ′

D2ζ2

(
ζ2k2

nS′ A+ FDSV + 2ηfφ′ (FP + 4ζ4k2
(
k2 − (n− 1)K

))
+

2ηFDφ′ (Sf ′ + (n− 2)fS′)
)

− 1

4ηζ2
(
V ′ − 2a′2Z ′2/Z

)
,

W
(0)
1,1(r) =

k2

S2
+

Za′2

D2ζ2

(
n2S′2F

(
Sf ′ − 2(n− 1)fS′)+ 2fn2S2Za′2S′2+

4fζ2
(
nS′2 ((2n − 3)k2 − n(n− 1)K

)
+ k2ηS2φ′2)+ 4ζ4k4

)
+

1

Z

(
Z ′

8ηζ2
V +

f(n− 1)S′φ′

ζ2S
Z ′ − fZ ′′φ′2

2ζ2

)
+

2nfSS′Z ′φ′a′2

Dζ2
−

(n− 1)
(
nf ′S′ − fηSφ′2)

ζ2nS
+

3fZ ′2φ′2

4ζ2Z2
,

W
(0)
2,2(r) =

k2

S2
+

n− 1

nS2D2

(
4n2

(
k2 − nK

)
fS2a′2ZS′2 − 8nζ4k4K + 8ηζ2fS2φ′2k2

(
k2 − nK

)
+

2n2S′2F
(
Sf ′ (2k2 − nK

)
+ 2fS′ ((n− 2)k2 − n(n− 1)K

))
+

8ζ2
(
nS′ (fS′ (k4 − n(n− 2)k2K + n2(n− 1)K2

)
− k4Sf ′))

)
,

(3.12)

where we have further defined,

F(r) = 2fS′ − Sf ′ ,

D(r) = 2ζ2k2 − nS′F ,

P(r) =
(
ηS2φ′2 − nS′2)F ,

A(r) = 4nηfS′S2Za′2φ′ ,

(3.13)

and where again primes indicate radial derivatives except when acting on V , Z or V, where
they indicate a derivative with respect to φ.
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The three interaction potentials are,

W
(0)
0,1(r) = − k

√
Za′√

2D2ζ
√
η

(
A+DSV +

D2Z ′

SZ
+ 2ηDSfφ′2Z ′/Z+

4ηfφ′ (P − n(n− 1)S′2F − 2ζ2S′ ((1− 2n)k2 + n(n− 1)K
))
)
,

W
(0)
0,2(r) = k

√
k2 − nK

√
n− 1√

n
√
ηSD2

(
A+DSV + 4ηfφ′ (P + 2ζ2nS′ (k2 − (n − 1)K

))
)
,

W
(0)
1,2(r) = −

√
k2 − nK

√
2
√
n− 1

√
Za′

ζ
√
nSD2

(
2fn2S2Za′2S′2 + n2Sf ′S′2F+

4fζ2
(
nS′2 (k2(n− 2)−K(n− 1)n

)
+ k2ηS2φ′2)+DfnSS′φ′Z

′

Z
+ 4ζ4k4

)
,

(3.14)

We note again that if either the scalar or the gauge field vanish on the background,

their respective master scalars decouple from the rest. Furthermore at zero momentum in

the planar case, all equations decouple.

3.4 Full decoupling

The final master equations are a single decoupled equation for the tensor sector, two coupled

equations for the vector sector and three coupled equations for the scalar sector.

We would like to be able to decouple the vector and scalar sector further to fully

decoupled equations. If this is possible, the decoupled potentials would be the eigenvalues

of the potential matrix,

W
(1)
± =

1

2

(
W

(1)
1,1 +W

(1)
2,2 ±

√(
W

(1)
1,1 −W

(1)
2,2

)2
+ 4

(
W

(1)
1,2

)2
)

. (3.15)

However, it is only possible to decouple the equations in this way if the eigenvectors

of the potential matrix do not depend on r. Computing the eigenvalues and taking the

r-derivative, one finds that the equations can be decoupled under the condition that:

∂r log
(
W

(1)
1,2

)
= ∂r log

(
W

(1)
1,1 −W

(1)
2,2

)
(3.16)

More simply, they can be decoupled if

W
(1)
1,1 −W

(1)
2,2

W
(1)
1,2

= const. , (3.17)

and in that case, the r-dependence in the square root in the eigenvalues factors out, leaving

a square root only of constants.

In the sound channel the algebra is a bit more complicated, with the decoupled poten-

tials being the following eigenvalues of the potential matrix (if it can be decoupled):

W (0)
σ =

1

3

(
T + σ

T 2 + 3U
C +

C
σ

)
, (3.18)
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where σ are the three roots of σ3 = 2, and

T = tr
(
W (0)

)
,

U =
1

2

(
tr

((
W (0)

)2)
− T 2

)
,

D = det
(
W (0)

)
,

C =
(
27D + 2T 3 + 9T U +R

)1/3
,

R =
((

27D + 2T 3 + 9T U
)2 − 4

(
T 2 + 3U2

)3)1/2
.

(3.19)

Again this decoupling can only be done when the eigenvectors are constant, we have

however not been able to derive a simple criterion such as Eq. (3.17) in this case.

3.5 Comparison to Kodama-Ishibashi

To compare with the results of Kodama and Ishibashi [8] for Reissner-Nordström we turn

off the scalar field,

φ(r) = 0 , V (φ) = 0 , Z(φ) = 1 , (3.20)

and we insert the Reissner-Nordström solution,

ζ(r) = 1 ,

S(r) = r ,

a(r) =

√
2n

n− 1
Qr1−n ,

f(r) = K − λr2 − 2M

rn−1
+

Q2

r2n−2
.

(3.21)

From the decoupling condition Eq. (3.17) we see by inserting this background that the

equations can be decoupled:

W
(1)
1,1 −W

(1)
2,2

W
(1)
1,2

=
1√

k2 −Kn

(
n2 − 1

)
√

2n(n− 1)

(
K − λ+Q2

)

Q
, (3.22)

and since we’ve set the scalar to zero the scalar sector also has only two equations, so we

can apply the same criterion and find:

W
(0)
1,1 −W

(0)
2,2

W
(0)
1,2

=
1√

k2 −Kn

n+ 1

2

(
K − λ+Q2

)

Q
. (3.23)

So the equations can indeed be fully decoupled and the resulting potentials are the

eigenvalues of our potential matrices.

In order to compare these with KI we first have to transform them to the Schrödinger

form,

VS(r) = W (r) +

(
n

4

S′

S2ζ2
(
2Sf ′ + (n− 2)fS′)− n

2

fζ ′

ζ3
S′

S
+

n

2

f

ζ2
S′′

S

)
1 . (3.24)
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We will see how this arises in the next section, and note that this redefinition drops out in

the condition of Eq. (3.17).

Computing the eigenvalues, which we shall call W̃ (h), from these potential matrices in

Schrödinger form, we obtain for the tensor sector:

W̃ (2) =
1

4r2(n+1)

(
r2n
(
4k2 +K(n− 2)n − λn(n+ 2)r2

)
+ 2Mn2rn+1 + (2− 3n)nQ2r2

)
,

(3.25)

which agrees with Eq. (3.7) in [8] (with λL = k2 + 2(n− 1)K).

In the vector sector we obtain the two eigenvalues:

W̃
(1)
± =

1

4
r−2(n+1)

(
r2n
(
4k2 + (n− 2)n

(
K − λr2

))
− 2M

(
n2 + 2

)
rn+1 + n(5n− 2)Q2r2

)

± ∆(1)

r(n+1)
,

∆(1) =
√

(n2 − 1)2M2 + 2n(n− 1)(k2 − nK)Q2 ,

(3.26)

which agrees with Eq. (4.38) in [8] (with kV = k2 −K).

Finally in the scalar sector we obtain two significantly more complicated eigenvalues:

W̃
(0)
± = W̃

(0)
1 (r)±∆(0)W̃

(0)
2 (r) ,

∆(0) =
√

(n2 − 1)2M2 + 4(n − 1)2(k2 − nK)Q2 ,
(3.27)

with W̃
(0)
1,2 functions too long to reproduce here.

This again agrees with KI, Eq. (5.61 - 5.63), although superficially they appear very

different, in particular the structure of Eq. (3.27) is not visible in [8].

4 Stability

If we define Φ
(h)
s (t, r) = e−iωtS(r)−n/2Ψ

(h)
s (r), and evaluate Eq. (1.1) in Eddington-

Finkelstein coordinates (2.5), we obtain the following Schrödinger-like equation,

X ≡ ∂r

(
f

ζ
∂rΨ(r)

)
− 2iω∂rΨ(r)− ζVS(r)Ψ(r) = 0 , (4.1)

where for simplicity we drop s indices and h labels, but Ψ is still a vector with 1, 2

or 3 components for the tensor, vector and scalar channel respectively, and VS is the

corresponding Schrödinger potential matrix, that is related to the original potential W in

Eq. (1.1) as in Eq. (3.24).

From the Schrödinger-like equation (4.1) it is possible to derive a sufficient, but not

necessary, condition for linear stability of the corresponding fluctuation [25]. We review

the argument here.

Start by defining the vanishing integral,

I ≡ −
∫ ∞

rh

Ψ̄X =

∫ ∞

rh

(
−Ψ̄∂r

(
f

ζ
∂rΨ

)
+ 2iωΨ̄∂rΨ+ ζΨ̄VSΨ

)
. (4.2)
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By partial integration, this can be written as

I =

∫ ∞

rh

(
f

ζ
|∂rΨ|2 + 2iωΨ̄∂rΨ+ ζΨ̄VSΨ

)
− f

ζ
Ψ̄∂rΨ|∞rh . (4.3)

Provided Ψ is regular at the horizon and dies off sufficiently fast at infinity, which are

exactly the conditions for quasinormal modes, the boundary term vanishes.

From the above we obtain,

Im(I) = 0 =

∫ ∞

rh

(
ωΨ̄∂rΨ+ ω̄Ψ∂rΨ̄

)
, (4.4)

where we have used that W , and thus V , is a real and symmetric matrix.

Now integrating the last term by parts we get

(ω − ω̄)

∫ ∞

rh

Ψ̄∂rΨ = ω̄|Ψ(rh)|2 − ω̄|Ψ(∞)|2 , (4.5)

where the last term vanishes again assuming that Ψ dies off sufficiently fast.

Inserting this into I we finally obtain:

J ≡
∫ ∞

rh

(
f

ζ
|∂rΨ|2 + ζΨ̄VSΨ

)
= −|ω|2

ωI
|Ψ(rh)|2 . (4.6)

From this we see that ωI is negative, meaning the perturbation is stable, if and only if

the integral J is positive. Since we do not know Ψ(r), this is not directly useful. However

a sufficient condition is that the eigenvalues of V are positive everywhere outside of the

black hole.

We stress that it is not required that although in practice it helps if the equations can

be further decoupled, it is not necessary for this argument. The only requirement is that

the potential matrix be symmetric (or more generally Hermitian), which it explicitly is for

any theory within our setup.

4.1 S-deformation

We can get something more by transforming the integral with what is called an S-deformation [8].

For some arbitrary, possibly matrix valued, function S, define

D̃ ≡ ∂r +
ζ

f
S ,

ṼS ≡ VS +
1

ζ

(
S ′ − ζ

f
S2

)
,

J̃ ≡
∫ ∞

rh

dr

(
f

ζ
|D̃Ψ|2 + ζΨ̄ṼSΨ

)
.

(4.7)

Provided the boundary term S|Ψ|2|∞rh vanishes and S is real and symmetric, or more

generally a Hermitian matrix, J̃ = J .

So if we can find any S-deformation that makes the deformed potential positive every-

where, the corresponding perturbation is stable.
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In practice, if the system can be decoupled it is usually easier to first decouple and

then find an S-deformation for the decoupled potentials. However, it is also possible,

and indeed if they do not decouple the only way, to deform the potential matrix with a

Hermitian matrix S, and then try to show positivity of the eigenvalues of the deformed

potential matrix.

This was used in [26] to prove stability of Reissner-Nordström black holes. If an

analytic S-deformation cannot be found one can also look for a numerical S-deformation

that is regular and makes the transformed potential vanish [27].

In the following sections we find analytic analytic S-deformations to prove stability for

various specific cases.

4.2 Stability of tensor perturbations

The tensor perturbations are the simplest of all, having a potential W (2) that comes only

from the eigenvalue of the Laplacian, with the additional contribution of Eq. (3.24).

We can deform this with the S-deformation

S(2) = −n

2

fS′

ζS
, (4.8)

to obtain the manifestly positive deformed potential:

Ṽ
(2)
S =

k2

S2
. (4.9)

Hence the tensor modes are always stable.

4.3 Stability of vector perturbations in Einstein-scalar theory

The vector sector is already significantly more complicated and we cannot prove stability

in general.

However for specific cases we can, and curiously in the cases where it can be done, it

can be done with the same simple S-deformation:

S(1) = +
n

2

fS′

ζS
, (4.10)

the negative of the tensor one.

In particular if we turn off the gauge field, leaving just Einstein-scalar theory with

an arbitrary potential, we are left with a single decoupled equation and the rather simple

potential W
(1)
2,2 . The modified potential becomes,

Ṽ
(1)
S =

k2 − nK

S2
. (4.11)

This is manifestly positive for K = 0 and −1, and in the spherical case k2 = l(l+n−1),

so the numerator becomes (l− 1)(l+ n), also manifestly positive since in the vector sector

l ≥ 1.
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4.4 Stability of vector perturbations of the GMGHS black hole

We now turn to a more involved application that has all the fields in our ansatz, an

asymptotically flat charged black hole with a dilaton in 3+1 dimensions, which minimizes

the action given by our ansatz (2.1), with

η = 2 ,

V (φ) = 0 ,

Λ = 0 ,

Z(φ) = 4e−2αφ ,

(4.12)

where α is a free parameter corresponding to the dilaton coupling. For α = 0 this reduces

to the usual Reissner-Nordström action, while for α = 1 this is the low energy effective

action obtained from heterotic string theory.

The solution is given by [18, 19],

f(r) =

(
1− R+

r

)(
1− R−

r

) 1−α2

1+α2

,

ζ(r) = 1 ,

S(r) = r

(
1− R−

r

) α2

1+α2

,

a(r) =

√
R+R−
1 + α2

1

r
,

eαφ(r) =

(
1− R−

r

) α2

1+α2

,

(4.13)

where R+ ≥ R− are the horizon and singularity respectively, in which the charge and mass

can be expressed as: 2M = R+ + 1−α2

1+α2R− and Q2 = R+R−
1+α2 .

For this solution, the master equations can be completely decoupled. Indeed this

was already noted in [28], where stability was also argued for by numerical inspection of

the decoupled potentials for several parameter values, although without analytical proof.

Perturbations of this background were also analysed in the small charge approximation

in [29].

Here we can prove stability analytically in the vector sector with the same S-deformation

of Eq. (4.10), and the process is only slightly more involved. The deformed potential takes

the form,

Ṽ
(1)
S± =

(1−R−/r)
2

1+α2

2r(r −R−)2

(
2R− (1 + δl (3 + δl)) + 3δR + 2δl (3 + δl) (δr + δR)±∆

+
4R−
1 + α2

)
,

(4.14)

where

∆2 =
16δl(δl + 3)

(
α2 + 1

)
R−(δR +R−) +

(
3δR

(
α2 + 1

)
+ 2

(
α2 + 3

)
R−
)2

(α2 + 1)2
, (4.15)
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and to be able to more easily show positivity we have defined the manifestly positive, or

at least non-negative, quantities:

δR = R+ −R− ,

δr = r −R+ ,

δl = l − 1 .

(4.16)

Now in Ṽ
(1)
S+ every symbol is positive, and there are no minus signs in the expression,

so this is manifestly positive.

To show the same for Ṽ
(1)
S− , we have to show that ∆ is smaller than the sum of the other

terms in the expression. Or equivalently, we can show that ∆2 is smaller than the square

of the sum of the remaining terms. Simply writing this out using the same definitions as

above, this is immediately seen to be true.

In the scalar channel the equations can also be decoupled. However the resulting

potentials are very complicated and we have not been able to do a similar analytic stability

proof in this case.

5 Discussion

We have reduced the problem of linear fluctuations in Einstein-Maxwell-scalar theories with

maximally symmetric horizons to a small set of master scalars, one for each graviton po-

larization, in which everything can be expressed analytically. The equations fall into three

sectors, tensor, vector and scalar, consisting of respectively a single decoupled equations

and 2 and 3 coupled equations.

Although the potentials in the resulting master equations are rather complicated, the

form is conceptually very simple. In fact it is not clear to us why we could obtain such a

simple form, in particular with symmetric potential matrices in the coupled equations.

Furthermore, in several cases, such as Reissner-Nordström and the GMGHS black hole

of [18, 19], the coupled equations can be decoupled further into fully decoupled equations.

However there also exist analytic solutions, such as the asymptotically Lifshitz black brane

of [20], where this cannot be done. It is not clear to us on a general level what distinguishes

these theories.

The symmetry of the potential matrices allows one to derive a sufficient condition for

stability, and the full decoupling makes it simpler to apply.

Furthermore our way of deriving the master equations is conceptually very simple and

we believe would be rather simple to generalize to for instance other matter content. One

simply has to find an ansatz which is sufficiently, but not too, general and ask Mathematica

nicely to solve it for you.

We expect that our results can be straightforwardly generalized to include also time-

dependence in the background, as was done in [8, 12, 21]

Finally we wish to comment on the differences with the Kovtun-Starinets (KS) ap-

proach [30] to solve fluctuation equations for black-branes, a widely used approach in holog-

raphy. In appendix E we go into more detail. Instead of expressing all gauge-invariants
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in terms of a master scalar, KS single out one gauge-invariant, htt, and decouple its equa-

tion from the others. We believe that the Kodama-Ishibashi approach that we follow has

several advantages. On a more conceptual level, one explicitly solves all the equations of

motion by solving the master scalar equations, and one can reconstruct analytically all of

the components of the metric and the matter fields. Furthermore the master equations one

obtains are covariant. On a practical, numerical, level, we find that the master equations

are more accurate in finding the quasinormal modes in several ways. We discuss this in

appendix E, along with a quantitative comparison.

In holographic studies a full quasinormal mode analysis is often lacking, especially in

the most complicated sound channel. We hope that this work simplifies this sufficiently to

make such a complete analysis more accessible and thus more common.
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A Spherical Case

A convenient way to parametrize all three n-dimensional maximally symmetric spaces at

once is as X = (x1 ≡ x, x2 ≡ y, x3, ..., xn−1, xn ≡ z) and

dX2
(1) = dx2n ,

dX2
(i) =

1(
1−Kx2n−i+1

)dx2n−i+1 +
(
1−Kx2n−i+1

)
dX2

(i−1) ,
(A.1)

where i = 2, ..., n and

K =





+1 spherical

0 planar

−1 hyperbolic

. (A.2)

The difficult part of the spherical case with respect to the planar is the decomposition

into the three sectors. That is, to find an ansatz for the fluctuations analogous to Eq. (3.2),

in such a way that the decomposition given in Table 3.1 still applies. Note that the very
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simple ansatz in the planar case no longer suffices because under a rotation components

get mixed.

Once such an ansatz has been found, everything else goes through in exactly the same

manner, so here we discuss this ansatz.

To find this ansatz we follow the treatment of the harmonics on maximally symmetric

spaces in Appendix B of [31].

The basic ingredient for constructing the different components is of course the scalar

eigenfunction S of the Laplacian on the maximally symmetric space D2, with eigenvalue

k2,

D2S + k2S = 0 . (A.3)

We can choose S that depends only on x, and the equation becomes

(
1−Kx2

)
S′′(x) = nKxS′(x)− k2S(x) , (A.4)

with k2 = l(l + n− 1).

With this we can immediately write the (t, r) part of the fluctuations as (a, b ∈ {t, r})

δgab =

(
htt 1/2htr

1/2htr hrr

)
S(x) , (A.5)

this piece can remain unchanged apart from the change of the scalar eigenfunction S(x).

Any vector can be decomposed into a longitudinal and transverse part,

V = VL + VT ,

DiVT,i = 0 ,

VL,i = ∂iS .

(A.6)

For the longitudinal part we already have an explicit expression in terms of S, and

furthermore since S depends only on x it reduces to a single component. This will also

contribute to the scalar sector and can be used to express htx and hrx.

The transverse part will contribute to the vector sector and is not readily expressible

in terms of the scalar S. It must however satisfy the equation (as does the longitudinal

part),

D2VT +
(
k2 −K

)
VT = 0 , (A.7)

with a shifted eigenvalue.

As in the planar case there are n−1 solutions, but it suffices to find a single one, since

by symmetry all should satisfy the same equations. The simplest solution to this equation

is,

VT,n = SV (x) , VT,i = 0(i 6= n) ,
(
1−Kx2

)
S′′
V (x) = (n − 2)KxS′

V (x)−
(
k2 + (n− 2)K

)
SV (x) .

(A.8)

Note that we had to choose the last component to be nonzero in order to avoid explicit

dependence on the other coordinates on the sphere.
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With these we can express the ai part of the metric fluctuations, where a ∈ {t, r} and

i goes over the remaining coordinates, as,

δgai =

(
htxS

′(x) 0 ... 0 htzSV (x)

hrxS
′(x) 0 ... 0 hrzSV (x)

)
, (A.9)

and any symmetric tensor can be decomposed into a transverse, traceless and sym-

metric part, a longitudinal part and a trace part,

T = TTT + TL + TT ,

TT,ij = SΩij ,

TL,ij = DiVj +DjVi ,

DiTTT,ij = 0 ,

T i
TT,i = 0 .

(A.10)

So we already have explicit expressions for the trace and longitudinal part. The former

contributes to the scalar sector through h+, and the latter comes in two parts since for the

vector it’s built on we can take the longitudinal or transverse vector. It is more convenient

to redefine these as:

TLT,ij = DiVT,j +DjVT,i ,

TLL,ij = DiVL,j +DjVL,i −
2

n
DkVL,kΩij .

(A.11)

Here TLT will contribute to the vector sector through hxz, and TLL will contribute to the

scalar sector through h−.
The transverse traceless part must satisfy the equation (as do the other components),

D2TTT +
(
k2 − 2K

)
TTT = 0 , (A.12)

Again it suffices to find a single solution to this equation, which we have found to be,

TTT,yz = TTT,zy =
(
1−Ky2

)−(n−1)/2

(
n−1∏

i=3

(1−Kx2i )

)
ST (x) , (TT,ij = 0 otherwise)) ,

(
1−Kx2

)
S′′
T (x) = (n− 4)KxS′

T (x)−
(
k2 + 2K

(
1− (n− 3)

Kx2

1 −Kx2

))
ST (x) .

(A.13)

This component is in the tensor sector.

Summarizing, the full metric perturbation we do is,

δgµν =

(
httdt

2 + htrdtdr + hrrdr
2 +

1

n
h+Ωijdx

idxj
)
S + 2 (htxdtdx+ hrxdrdx)S

′(x)

+ 2 (htzdtdz + hrzdrdz)SV +

(
1

2
h−TLL,ij + hxzTLT,ij + hyzTTT,ij

)
dxidxj ,

(A.14)

and this reduces exactly to Eq. (3.2) when K = 0.
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B Special cases

In this appendix we discuss the special cases, which are l = 1 and l = 0 in the spherical

case and k = 0 in the planar case. Although these cases are special, at the end of the day

if one is interested in the quasinormal mode spectrum, one can use the potentials derived

for the general case here as well.

B.1 Spherical l = 1 in vector sector

In the following derivation, we follow [32]. For l = 1, there is no hxz in the harmonic

decomposition, therefore htz and hrz defined in (3.4) are not gauge invariant anymore. We

can fix the gauge to set hrz = 0. Then, from equations Etz = 0 and Erz = 0, we find:

∂r

(
htz
S2

)
= −

√
Za′

S
Φ
(1)
1 − c1

ζ

Sn+2
,

az =
S√
Z
Φ
(1)
1 ,

(B.1)

c1 being an arbitrary constant. Φ
(1)
1 fulfils an inhomogeneous wave equation:

�Φ
(1)
1 −W

(1)
1,1Φ

(1)
1 = c1

√
Za′

ζSn+1
, (B.2)

where potential W
(1)
1,1 is given by (3.12) with K = 1 and k =

√
n (l = 1). The interpretation

of (B.2) is the following: particular (stationary) solutions contribute to the angular mo-

mentum of the black hole (e.g. to linearised Kerr–Newman black hole in 3+1 dimensions),

whereas the homogeneous solution is the dynamical degree of freedom of an electromagnetic

field.

B.2 Spherical l = 0 and l = 1 in scalar sector

At l = 0 (with K = 1, so k = 0) the only dynamical degree of freedom is in the scalar

field. Naively plugging this in into our potentials, one sees that now the interaction terms

between the scalar master scalar and the others, W
(0)
0,1 and W

(0)
0,2 vanish. So one is left with

a decoupled master equation for the only physical degree of freedom which is in the scalar

field, and the potential is simply the one we found, W
(0)
0,0 , which is perfectly regular for

k = 0.

To obtain this result, we firstly use the fact that for l = 0 there are no htx, hrx, h−
and ax components of perturbations and no ξx gauge vector component. Gauge invariants

defined for k2 > n do not make sense anymore. Instead, we can use ξt, ξr and λ to set e.g.

htr, h+ and at to zero. Making such a choice, we are left with four variables: htt, htr, ar,

ϕ. As expected, scalar field is the only dynamical variable in the system:

ϕ = Φ
(0)
0 . (B.3)

This master scalar satisfies the wave equation with the potential W
(0)
0,0 of the general case,

with l = 0 plugged in, but, as well as in the vector l = 1 case, this wave equation is
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inhomogeneous:

�Φ
(0)
0 −W

(0)
0,0Φ

(0)
0 =

c0(a
′2Z ′ − 2ζ2V ′)

4fζηSn−1S′ +
c0 (Sf

′ + f(n− 1)S′)φ′

fζSnS′ − c0ηφ
′3

ζnSn−2S′2 , (B.4)

c0 being an arbitrary constant. The other fluctuations can be found from the Einstein

equations directly. In contrary to l ≥ 2, however, not all of them can be directly expressed

by a master scalar and it’s derivatives, but integration for htt and ar will be necessary:

hrr =
c0ζ

3

f2Sn−1S′ +
2ζ2ηSφ′

fnS′ Φ
(0)
0 ,

f∂r

(
htt
f

)
=

(
S
(
2ζ2V ′ − Z ′a′2 − 4ηf ′φ′)

2nS′ +
2fη2S2φ′3

n2S′2 − 2(n− 1)ηfφ′

n

)
Φ
(0)
0 +

−2fηSφ′

nS′ ∂rΦ
(0)
0 +

c0ζ
(
fηS2φ′2 − nSf ′S′ − fn(n− 1)S′2)

fnSnS′2 ,

∂tar =
a′htt
2f

+
1

n
a′
(
nZ ′

Z
− ηSφ′

S′

)
Φ
(0)
0 − c0ζa

′

2fSn−1S′ .

(B.5)

The constant c0 corresponds to a static perturbation of the zeroth order solution (e.g. to a

shift of mass in the Reissner-Nordström background).

The case l = 1 (with K = 1, so k2 = n) is special because since the metric has spin 2,

it does not have any dynamical degrees of freedom with l = 1. This is the reason that we

see factors of
√
k2 − nK in the potentials. In particular this factor occurs as a prefactor in

all interaction potentials of the gravitational master scalar with the others, so W
(1)
1,2 , W

(0)
0,2

and W
(0)
1,2 . So simply plugging in l = 1 in the potentials we have the master equations

for the scalar and gauge field fluctuations, which do have physical degrees of freedom with

l = 1, and they decouple from the unphysical gravitational degrees of freedom.

To see this more concretely, note that for l = 1 there is no h− component (the spherical

harmonic can be explicitly solved in this case to be S(x) = x, and the TLL tensor that

defines h− is given by second derivatives of this, hence vanishing). This means that the

gauge-invariants of (3.4) are no longer gauge invariant. In particular they transform under
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the infinitesimal coordinate transformation component ξx as,

htt → htt +
f ′

SS′ ξx + 2∂2
t ξx ,

htr → htr + 2∂t∂rξx −
2
(
Sf ′S′ + ζ2

)

fSS′ ∂tξx ,

hrr → hrr +
ζ2
(
Sf ′S′ + 2fS′2 − 2fηS2φ′2

n

)

f2S2S′2 ξx −
2ζ2

fSS′∂rξx ,

hrx → hrx +

(
2S′2 − ζ2

f

)

SS′ ξx − ∂rξx ,

at → at −
a′

SS′ ξx ,

ar → ar +
a′

f
∂tξx ,

ϕ → ϕ− φ′

SS′ ξx ,

(B.6)

but are still invariant under the other components.

So we have an extra gauge choice that we are free to make. If we take the simple

ξx = −S2Φ
(0)
2 and plug this into equations (C.1) to (C.5) expressing the gauge-invariants

in terms of the master scalars, we see that Φ
(0)
2 completely drops out from all expressions.

This confirms the fact that there are no dynamical degrees of freedom in the metric with

l = 1.

B.3 Planar k = 0

Without momentum there is no way to distinguish between what at finite momentum

were different channels, and so by symmetry one expects the physics to be the same in all

channels. This is seen explicitly in the approach of Kovtun and Starinets [30], where the

equations for metric fluctuations become identical in each channel, and those for vector

perturbations become identical to each other as well.

In our results, setting the momentum to zero makes all the equations decouple. How-

ever, the potentials for a given field are not all identical. In particular, the potential for

the metric master scalar in the scalar channel vanishes, but in the vector channel it does

not. The gauge field potentials do not vanish and are not equal to each other either.

This is not what we expect by symmetry, but there is an elegant solution. Defining

Schrödinger-like potentials in Fefferman-Graham or Schwarzschild-like coordinates as5,

d2Ψ

dr2⋆
+
(
ω2 − ṼS

)
Ψ = 0 , (B.7)

with ∂r⋆ = f
ζ ∂r, then if two of these potentials can be written in terms of a single super

potential WS as

ṼS,± = W 2
S ∓ dWS

dr⋆
+ β , (B.8)

5This makes ṼS = f(r)VS with VS defined in Eq. (3.24).
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then these two potentials are isospectral, having the same set of quasinormal modes [33, 34]

(see also appendix A of [35]).

As expected by symmetry, we can write the zero-momentum potentials in this way:

(ṼS)
(0)
2,2(r) = W 2

S,2 +
dWS,2

dr⋆
,

(ṼS)
(1)
2,2(r) = W 2

S,2 −
dWS,2

dr⋆
,

WS,2 =
n

2

fS′

ζS
.

(B.9)

Curiously, this super potential is exactly equal to the S-deformation we had to do to show

stability in the vector sector.

Similarly for the gauge field we can write the potentials as,

(ṼS)
(0)
1,1(r) = W 2

S,1 +
dWS,1

dr⋆
,

(ṼS)
(1)
1,1(r) = W 2

S,1 −
dWS,1

dr⋆
,

WS,1 = −(n− 2)
fS′

2ζS
− fφ′Z ′

2ζZ
− fSa′2Z

ζSf ′ − 2fζS′ .

(B.10)

C Scalar sector master scalars

The relation between the gauge invariant fluctuations in the scalar sector and the master

scalars is as follows. For the scalar field and gauge field they are, using k̃ ≡
√
k2 − nK and

ñ =
√

(n− 1)/n,

ϕ = − 1√
η
Φ
(0)
0 +

k

nñk̃

Sφ′

S′ Φ
(0)
2 ,

ar = −
√
2

k

Sζ

f
√
Z
∂tΦ

(0)
1 − 1

ñkk̃

S2a′

f
∂tΦ

(0)
2 ,

at =
1

ñkk̃

Sa′

DnS′
(
nS′ (k2Sf ′ + 2fS′ ((n− 2)k2 − n(n− 1)K

))
+ 2ζ2k4

)
Φ
(0)
2

− f

2DζZ3/2

[
−4ζ

√
ηS2a′Z3/2φ′Φ(0)

0 +
2
√
2

k
DSZ∂rΦ

(0)
1

+

√
2

k

(
2S′Z

(
nS2a′2Z+D(n−1)

)
+DSφ′Z ′)Φ(0)

1

]
.

(C.1)

Note the factors of 1/ñ which, here and below, always occur in front of the gravitational

master scalar, indicating the fact that in 3 dimensions there are no dynamical degrees of

freedom in the metric. For n = 1 there is no h− component and with the same procedure

as in appendix B.2 above we can show that the same potentials apply to this case.

For the metric fluctuations, we can first express htr directly in terms of the others,

htr = 2∂thrx +
4η

k2
S2φ′∂tϕ− 2n

k2
SS′f
ζ2

∂thrr . (C.2)
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The remaining three are as follows,

hrr = −2
ζ2S

Df

(
−√

ηφ′FΦ
(0)
0 +

√
2ζka′

√
Z(φ)Φ

(0)
1

)
+

k

nñk̃

2ζ2S

fS′ ∂rΦ
(0)
2

+
k

ñk̃

ζ2

Df2S′2

(
2Sf ′S′

(
2fS′2− 1

n
ζ2k2

)
−S2f ′2S′2+4f

(
−fS′4+ζ2S′2(k2−(n−1)K

)
+

η

n2
k2ζ2S2φ′2

− η

2n
FS2S′φ′2)

)
Φ
(0)
2 ,

(C.3)

hrx =
ζS2

D

(
2
√
ηζφ′Φ(0)

0 −
√
2

k
nS′a′

√
ZΦ

(0)
1

)
+

1

ñkk̃
S2∂rΦ

(0)
2

+
1

nñkk̃

ζ2S

S′fD
(
nS′(k2Sf ′+2fS′ ((n− 2)k2−n(n− 1)K

))
+2k4ζ2

)
Φ
(0)
2

(C.4)

htt =
fS

√
ηD2ζ

√
Z

(
−4ηζSfD

√
Zφ′∂rΦ

(0)
0 +

2
√
2η

k
nSS′fDZa′∂rΦ

(0)
1

+ζ
√
Z

{[
2η
(
4fS′(n(n− 2)S′2f+ζ2

(
k2−n(n−1)K

))
−2Sf ′(n(n−3)S′2f+k2ζ2

)
−nS2f ′2S′)

]
φ′

+Sa′2DZ ′−2ζ2S
(
−nS′F + 2ζ2k2

)
V ′ + 4η2S2fFφ′3 + 4ηnS2S′fa′2φ′Z

}
Φ
(0)
0

−
√
2η

k
a′
{
2fn2S2Z2a′2S′2 + fnSS′Z ′ (−nS′F + 2ζ2k2

)
φ′ + 4fζ2ηk2S2Zφ′2

+2Z

[
2f2(n− 1)n2S′4−nSf ′S′ (f(n− 3)nS′2 + ζ2k2

)
−n2S2f ′2S′2−2fζ2nS′2 (k2+n(n− 1)K

)
+2ζ4k4

]

}
Φ
(0)
1

)
− 2

ñkk̃

S2f2

ζ2
∂2
rΦ

(0)
2 − 2

ñkk̃

fS

Dζ3

[
Sf ′ (−fnSζ ′S′ + fζ(n− 2)nS′2 + 2ζ3k2

)
+ ζnS2f ′2S′

−2f
(
fζn2S′3 − fnSζ ′S′2 + ζ3S′ (k2(1− 2n) +K(n− 1)n

)
+ ζ2k2Sζ ′

) ]
∂rΦ

(0)
2

+
1

nñkk̃

1

S′D2

{
−k2n2S3f ′3S′2 + 2nS2f ′2S′ (fnS′2 (2K(n− 1)n − 3k2(n− 2)

)
− 2ζ2k4

)

+4Sf ′
[
fnS′2 (fnS′2 (−(2n(n− 4)+9)k2+2n(n− 1)(n − 2)K

)
+ζ2k2

(
(7−3n)k2+n(n−1)K

))
−ζ4k6

]

+8fS′
[
fnS′2 (fnS′2 ((n(2n−5)+4)k2−2n(n−1)2K

)
+ζ2

(
(−((n−3)n+4))k4+n(n−1)Kk2+n2(n−1)2K2

))

+ζ4k4
(
k2 − n(n− 1)K

)
+

n− 1

2
k̃2fS2(n2Za′2S′2 + 2k2ηζ2φ′2)

]}
Φ
(0)
2

(C.5)
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D Transformations

D.1 Regge-Wheeler gauge invariants for the scalar sector

Firstly, let’s remind slight difference between using Detweiler gauge and using Detweiler

gauge invariants: Detweiler gauge is a certain choice of gauge, where we put all the scalar

sector metric coefficients apart from htt, htr, hrr, hrx to zero, whereas in Detweiler gauge

invariant formulation, we work with hDtt , h
D
tr , h

D
rr, h

D
rx, a

D
t , a

D
r ,ϕ

D, which do not feel gauge

transformations at all (from now superscripts D and RW correspond to Detweiler and

Regge–Wheeler respectively). Importantly, in Detweiler gauge non-zero quantities corre-

spond exactly to Detweiler gauge invariants: hDtt = hDtt , h
D
tr = hDtr, h

D
rr = hDrr, h

D
rx = hDrx, a

D
t =

aDt , a
D
r = aDr , ϕ

D = ϕD (compare with 3.4), analogously for Regge–Wheeler.

Regge-Wheeler (RW) gauge invariants are another set of gauge invariants which can be

build in a way described in 3.2. In principle, we could build them from the beginning, by

“dressing” htt, htr, hrr, h+, at, ar, ϕ with the remaining metric components to make them

gauge invariant. However, RW gauge invariants, as well as any other set of independent

gauge invariants in this sector, must be function of Detweiler gauge invariants. To find

this relation, we use the previous observation, that in the Detweiler gauge non-zero quan-

tities correspond exactly to Detweiler gauge invariants, the same for RW. It means that

it’s sufficient to find the transformation between Detweiler and RW gauge and translate

it into relation between gauge invariants, which reduces to moving from hD+ = 0 and

hDrx 6= 0 to hRW
+ 6= 0 and hRW

rx = 0. It can be done by acting with a gauge vector

ζµ = (0, hDrx, 0, .., 0)e
ikx. Finally, the relations between Detweiler and RW gauge invariants

read:

hRW
tt =hDtt +

ff ′

ζ2
hDrx ,

hRW
tr =hDtr − 2∂th

D
rx ,

hRW
rr =hDrr +

(
2ζ ′

ζ
− f ′

f

)
hDrx − 2∂rh

D
rx ,

hRW
+ =

−2nfSS′

ζ2
hDrx ,

aRW
t =aDt − fa′

ζ2
hDrx ,

aRW
r =aDr ,

ϕRW =ϕD − fφ′

ζ2
hDrx .

(D.1)

D.2 Transformation between Fefferman-Graham and Eddington-Finkelstein

coordinates

Potentials in master equations (1.1) have the same form for both Fefferman-Graham (FG),

or Schwarzschild-like, and Eddington-Finkelstein (EF) coordinates. The difference in equa-

tions appears only in the form of laplacian - for numerical purposes it’s probably more useful

to use EF coordinates, since master equations involve only first time derivatives then.
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How to express Detweiler gauge invariants in EF coordinates in terms of Detweiler

gauge invariants in FG coordinates? (Again, these are distinct quantities related by some

functions). Let’s start with linear metric and gauge vector perturbations, which transform

as:

hEF
µν = Lα

µL
β
νh

FG
αβ ,

aEF
µ = Lα

µa
FG
α ,

(D.2)

where

(Lµ
ν ) =



1 − ζ

f 0

0 1 0

0 0 1n


 . (D.3)

Since we already know how to express hµν and aµ by Detweiler gauge invariants, we can

use the transformation rule (D.2) to express hD,EF
µν and aD,EF

µ by hD,FG
µν and aD,FG

µ . For

vector sector it reads (we need to add another superscripts: FG or EF and in vector sector

we can omit D and RW , since they are the same):

hEF
tz = hFG

tz ,

hEF
rz = hFG

rz − ζ

f
hFG
tz ,

aEF
z = aFG

z .

(D.4)

and for scalar sector:

hD,EF
tt = hD,FG

tt ,

hD,EF
tr = hD,FG

tr − 2
ζ

f
hD,FG
tt ,

hD,EF
rr = hD,FG

rr − ζ

f
hD,FG
tr +

(
ζ

f

)2

hD,FG
tt ,

hD,EF
rx = hD,FG

rx ,

aD,EF
t = aD,FG

t ,

aD,EF
r = aD,FG

r − ζ

f
aD,FG
t .

(D.5)

RW gauge invariants transform analogously as (D.5), with one difference: hRW,EF
+ =

hRW,FG
+ .

To fully move to EF coordinates, namely to express hD,EF
µν in terms of master scalars

like we did for FG coordinates ((C.1)-(C.5)), one should transform derivatives as well:

∂t → ∂t, ∂r → ∂r +
ζ
f ∂t. For example, gauge invariants in EF coordinates in vector sector,
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express by master scalars in the following way:

hEF
tz ≡ n

fSS′

ζ
Φ
(1)
2 +

fS2

ζ
∂rΦ

(1)
2 ,

hEF
tz ≡ nfSS′Φ(1)

2

ζ
+

fS2∂rΦ
(1)
2

ζ
+ S2∂tΦ

(1)
2 ,

hEF
rz ≡ −S2∂rΦ

(1)
2 − nSS′Φ(1)

2

aEF
z ≡

√
k2 − nK

S√
Z
Φ
(1)
1 .

(D.6)

Having transformation rules from this paragraph and from (D.1) one can move from

(3.7, (C.1)-(C.5)) to the desired gauge and coordinate system without performing calcula-

tions from the beginning.

E Quasinormal modes of AdS planar black holes

In this appendix we derive master scalar wave equations for gravitational black brane

perturbations in our approach. To ease the comparison with the Kovtun-Starinets (KS)

approach [30], widely used in holography, we stick in this section to KS notation and discuss

in detail the scalar (sound in KS terminology) sector of perturbations. The background

line element, eq. (KS-4.2), reads

ds2 = a(u)
(
−f(u)dt2 + dx2 + dy2 + dz2

)
+ b(u)du2 , (E.1)

with

a(u) =
(r0/R)2

u
and b(u) =

R2

4u2f(u)
, (E.2)

where u is the AdS bulk variable (with the planar black hole horizon located at u = 1

and AdS boundary at u = 0), f(u) = 1 − u2, R is the AdS radius and r0 is related

to black hole temperature: T = r0/(πR
2). We take gravitational fluctuations in the

form hµν(t, u, z) = hµν(t, u)e
iqz . Under a gauge transformation induced by a gauge vector

ξµ(t, u, z) = ξµ(t, u)e
iqz these fluctuations transform as

hµν → hµν −∇µξν −∇νξµ . (E.3)

There are seven components of hµν that enter linearized Einstein equations in the KS sound

sector, namely htt, htu, huu, huz, htz , hzz, and h = hxx + hyy and out of them four gauge

invariant characteristics of fluctuations can be constructed. The Detweiler gauge invariants

(i.e. gauge invariants obtained by dressing htt, htu, huu, and huz with linear combinations
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of htz , hzz, and h and their derivatives) read:

htt = htt +
1

2

(
f(u) +

a(u)

a′(u)
f ′(u)

)
h+

2i

q
ḣtz +

ḧtz
2q2

− ḧzz
q2

, (E.4)

htu = htu − i

q

(
a′(u)
a(u)

+
f ′(u)
f(u)

)
htz +

i

q
h′tz −

(
b(u)

2a′(u)
+

1

4q2

(
a′(u)
a(u)

+
f ′(u)
f(u)

))
ḣ

+
1

2q2

(
a′(u)
a(u)

+
f ′(u)
f(u)

)
ḣzz +

1

4q2
ḣ′ − 1

2q2
ḣ′zz , (E.5)

huu = huu −
b(u)

a′(u)
h′ − a′(u)b′(u)− 2b(u)a′′(u)

2 (a′(u))2
h , (E.6)

huz = huz −
ia′(u)
2qa(u)

hzz +

(
q2b(u)

2a′(u)
− a′(u)

4a(u)

)
h+

h′

4
− h′zz

2
, (E.7)

(and htt corresponds to KS Z2, cf. eq. (KS-3.12)). Indeed, it can be easily checked that

the above expressions are gauge invariant, and moreover when (E.4-E.7) are solved for

htt, huu, htu, and huz and these solutions are substituted into Einstein equations Eµν :=

Rµν + 4
Rgµν = 0, all gauge dependent terms drop out at linear order and the linearized

equations read:

Etu =
3u
(
u2 − 1

)

R2
ḣuu +

q2R2u

2r20
htu +

iqR2u

2r20
ḣuz +O

(
h2µν
)
= 0 , (E.8)

Etz = 2iq
(
u2 − 1

)
u2ḣuu − 2iq

(
u2 − 1

)
u2h′tu − 4iqu3htu − 2

(
u2 − 1

)
u2ḣ′uz

+O
(
h2µν
)
= 0 , (E.9)

Euu = − R2u

2r20 (u
2 − 1)

ḧuu +
2u
(
u2 − 2

)

R2
h′uu +

(
q2R2u

2r20
+

4
(
2u4 − 4u2 + 1

)

R2 (u2 − 1)

)
huu

+
R2
(
2u2 − 1

)

r20 (u
2 − 1)2

ḣtu +
R2u

r20 (u
2 − 1)

ḣ′tu − R2u

2r20 (u
2 − 1)

h′′tt −
R2
(
u2 − 2

)

2r20 (u
2 − 1)2

h′tt

+
R2u

(
u2 − 3

)

2r20 (u
2 − 1)3

htt +
iqR2u

r20
h′uz +

iqR2
(
2u2 − 1

)

r20 (u
2 − 1)

huz +O
(
h2µν
)
= 0 , (E.10)

Euz =
iqu
(
u2 − 3

)

R2
huu +

iqR2u

2r20 (u
2 − 1)

ḣtu − iqR2u

2r20 (u
2 − 1)

h′tt +
iqR2

2r20 (u
2 − 1)2

htt

− R2u

2r20 (u
2 − 1)

ḧuz +O
(
h2µν
)
= 0 , (E.11)
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R2Ett =
4r20u

2
(
u2 − 1

)2 (
u2 + 1

)

R4
h′uu + 2u2

(
u2 − 1

)
ḧuu +

8r20u
(
u2 − 1

) (
2u4 − u2 + 1

)

R4
huu

− u
(
u2 + 1

)
h′tt + 2u2

(
u2 − 1

)
h′′tt +

(
q2R4u

2r20
+

u4 + 6u2 − 3

u2 − 1

)
htt

− 2u
(
u2 + 1

)
ḣtu − 4u2

(
u2 − 1

)
ḣ′tu − 2iqu

(
u4 − 1

)
hzu +O

(
h2µν
)
= 0 , (E.12)

R2Ezz = −4r20
(
u2 − 1

)2
u2

R4
h′uu −

2
(
u2 − 1

)
u
(
q2R4u+ r20

(
8u2 + 4

))

R4
huu + 2uḣtu

− uh′tt +

(
q2R4u+ 2r20

(
u2 + 1

))

2r20 (u
2 − 1)

htt − 4iq
(
u2 − 1

)
u2h′uz − 2iq

(
3u2 + 1

)
uhuz

+O
(
h2µν
)
= 0 , (E.13)

R2 (Exx + Eyy) = −4r20u
2
(
u2 − 1

)2
h′uu

R4
+

8r20u
(
−2u4 + u2 + 1

)

R4
huu + 2uḣtu

− uh′tt +

(
u2 + 1

)

u2 − 1
htt + 2iqu

(
u2 − 1

)
huz +O

(
h2µν
)
= 0 . (E.14)

Now, we make our ansatz that the gauge invariant characteristics of perturbations are

given in terms of linear combinations of a single master scalar Φ(t, u) satisfying scalar wave

equation on the background solution (E.1), namely

(−�+ V )Φ(t, u)eiqz = 0 , (E.15)

where � is the scalar wave operator corresponding to line element (E.1). Plugging such

ansatz into linearized Einstein equations (E.8-E.14) one gets uniquely defined formulas,

namely

htt =
8 (r0/R)2

3u2 (2q2 + 3u)2
[
2q2

(
6q2f(u) + 6q2 + 9u5 + 6q2u4 +

(
4q4 − 27

)
u3 + 27u

)
Φ(t, u)

−3uf(u)
(
2q2 + 3u

) ((
4q2 + 3u3 + 3u

)
∂uΦ(t, u)− uf(u)

(
2q2 + 3u

)
∂uuΦ(t, u)

)]

(E.16)

htu = R2 3uf(u)
(
2q2 + 3u

)
∂tuΦ(t, u) + 2

(
−12q2f(u) + 9q2 + 9u3 + 2q4u

)
∂tΦ(t, u)

3u2f(u) (2q2 + 3u)

(E.17)

hzu = 2ir0q

(
2q2

(
2q2u+ 3

)

3uf(u) (2q2 + 3u)
Φ(t, u)− 1

u
∂uΦ(t, u)

)
(E.18)

huu = R2 4q
2
[
−
(
4q2f(u)− 2q2 − 3u3

)
Φ(t, u) + uf(u)

(
2q2 + 3u

)
∂uΦ(t, u)

]

3u2f2(u) (2q2 + 3u)
(E.19)

and

V = −8q2
(
2q2 + 3u3 + 6q2u2 + 9u

)

R2 (2q2 + 3u)2
, (E.20)

where q = q/(2πT ) = qR2/(2r0), cf. (KS-4.6). Now, from the master scalar wave

equation (E.15) quasinormal modes of the planar black hole can be effectively computed
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with [36] algorithm. The key point to be noted is that the scalar wave equation (E.15)

is by definition covariant i.e. once the form of the potential is found in one coordinate

system, for example (E.1) used here, it can be easily transformed (as a scalar) to any other

coordinate system.

Now we compare the KS and KI approaches for doing numerics, where we focus on

the approach of discretizing the QNM equation on a pseudospectral grid and computing

the generalized eigenvalues, an approach first used in gravity in [37], and which is used in

the publicly available package QNMspectral [36].

First, the only time derivatives come from the Laplacian, which in Eddington-Finkelstein

coordinates gives a linear dependence of the equations on the quasinormal mode frequency.

This is of great practical convenience, since it naturally has the form of a generalized eigen-

value equation when discretized. In contrast, the KS approach introduces higher orders of

the frequency into the equation through the decoupling process, up to fourth order in the

sound channel. In order to turn this equation into a generalized eigenvalue equation one

has to linearize it in the frequency by introducing extra functions ωpΦ and writing it as

a coupled system of equations, effectively increasing the size of the matrix by a factor of

four.

Second, from the KS equation one obtains a lot of numerical artifacts near ω = ±k,

which are approximate solutions of the discretized equation but not physical solutions. In

the KI form these are completely absent.

Finally, at the same level of numerical accuracy the KI equations give much more

accurate results for the physical frequencies, even when disregarding the factor 4 increase

in matrix size due to the higher powers of the frequency.

As a quantitative illustration we compute the QNMs at q = 1 using both equations,

with the package [36]. From the KS approach we use (KS-4.35) with the replacement

Z2(u) = u2(1 − u)−iω/2Z̃2(u), so that the normalizable and ingoing mode is regular at

both endpoints. From the KI approach, we use Eq. (E.15) but in Eddington-Finkelstein

coordinates ds2 = −f(u)dt2 − 2u−2dudt+ u−1(dx2 + dy2 + dz2), with f(u) = u−2(1− u4).

The potential is simply Eq. (E.20) with the replacement u → u2. We also have to rescale

the master scalar as Φ = u2Φ̃, where now the non-normalizable term goes as Φ̃ ∼ log(u)

and the normalizable term goes to a constant.

For both we use N = 40 grid points and check for convergence by comparing with the

same computation at N = 50 grid points. so we are comparing the eigenvalues of a 40×40

matrix to a 404 × 404 matrix. Illustrating the points made above, the KS computation

takes about 150 ms versus about 10 ms for the KI computation. The KS computation

has many unphysical poles around w = ±1 while the KI has none. Finally we show the

physical modes that are visible with this accuracy in Table 3.

A final curiosity is that as one takes the zero-momentum limit in the planar case, one

obtains different potentials for different helicities, even though without any momentum

these can no longer be distinguished. On the other hand in the Kovtun-Starinets formalism

one obtains identical equations independent of the helicity, only of the type of field (metric,

gauge field or scalar). It turns out however that these different potentials actually give rise
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j wj

0 ±0.7414299655− 0.2862800072i

1 ±1.733511095 − 1.343007549i

2 ±2.705540 − 2.357062i

3 ±3.689 − 3.364i

4 ±4.7− 4.4i

Table 3. QNMs in sound channel of AdS5-Schwarzschild black brane at momentum q = 1. Full

results are computed using the KI approach, only showing converged digits. Underlined digits are

what is visible at the same numerical accuracy using the KS equation.

to the same spectrum of QNMs (as tested in Reissner-Nordström backgrounds in various

dimensions), so the potentials are iso-spectral.
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We develop a nonlinear perturbation theory of Reissner-Nordström black holes. We show that, at each
perturbation level, Einstein-Maxwell equations can be reduced to four inhomogeneous wave equations, two
for the polar and two for the axial sector. The gravitational part of these equations is similar to Regge-
Wheeler and Zerilli equations with source and additional coupling to the electromagnetic sector. We
construct solutions to the inhomogeneous part of wave equations in terms of sources for Einstein-Maxwell
equations. We discuss the l ¼ 0 and l ¼ 1 cases separately.
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I. INTRODUCTION

Perturbative methods play an important role in General
Relativity. They find application to stability analysis,
gravitational radiation, cosmology, rotating stars, the accre-
tion disk, self-force, etc. Sometimes linear analysis gives
sufficient insight into physical phenomena, but sometimes
going beyond linear order can change qualitatively linear
predictions (e.g., the Bizoń-Rostworowski conjecture of
instability of anti-de Sitter spacetime [1]). In this paper, we
study nonlinear perturbations of spherically symmetric
solutions to Maxwell-Einstein equations. Linear perturba-
tion theory of the Schwarzschild solution was formulated
by Regge and Wheeler [2] and Zerilli [3] and then
generalized to a Reissner-Nordström black hole by
Zerilli [4] (see also Refs. [5–8], and [9]). Perturbations
of Reissner-Nordström have also been recently discussed
in the context of stability of the Cauchy horizon (issue
crucial for the strong cosmic censorship conjecture; see
Refs. [10,11], and [12]). All of these calculations are,
however, only linear (or numerical only), and there was no
robust procedure to move beyond linearity. Master equa-
tions from the present article provide a straightforward
procedure to move beyond first-order estimates; at higher
orders, there are still only wave equations (now inhomo-
geneous) to solve.
Taking into account higher-order perturbation terms

makes the computations significantly more difficult;
equations at each order beyond linear include all the
previous-order terms. This issue has been treated by some
authors—e.g., second-order perturbations of Schwarzschild
were studied by Tomita and Tajima [13], Garat and Price
[14], Gleiser et al. [15], Nakano and Ioka [16], and Brizuela
et al. [17]. Recently, Rostworowski [18] provided a robust
framework to deal with nonlinear (in principle of any order)

gravitational perturbations of spherically symmetric space-
times. The present article is an extension of Ref. [18] to both
gravitational and electromagnetic nonlinear perturbations of
Reissner-Nordström black holes. It also generalizes Zerilli’s
master equations [4] to any perturbation order.
Our approach is based on assumptions similar to those

from Ref. [18]. We rewrite them explicitly here, since there
are some differences:
(1) At each perturbation level, there are four master

scalar variables, two in the polar and two in the axial
sector. In each sector, they fulfill a system of two
linearly coupled inhomogeneous (homogeneous at
the linear order) wave equations with potentials.

(2) At each perturbation level, Regge-Wheeler variables
and electromagnetic tensor components are linear
combinations of master scalar variables from the
suitable sector and their derivatives up to the second
order. At the nonlinear orders, one needs to include
additional functions to fulfill Maxwell-Einstein
equations.

(3) At the linear level, relations from the previous point
can be inverted to express master scalars as combi-
nations of Regge-Wheeler variables and electromag-
netic tensor components. At the nonlinear level, we
take the same expressions for the master scalar
functions.

In our considerations, we restrict ourselves to axially
symmetric perturbations only (going beyond axial sym-
metry is a straightforward procedure, that conceptually
adds little to this paper). During calculations, we stick to the
Regge-Wheeler (RW) gauge. For practical implementa-
tions, after finding a solution in the RW gauge, one should
move to an asymptotically flat gauge to ensure regularity of
higher-order source functions (see Brizuela et al. [17]).
The paper is organized as follows. In Sec. II, we briefly

introduce the Reissner-Nordström metric, and in Sec. III,
we discuss the general form of perturbation expansion of*mieszko.rutkowski@doctoral.uj.edu.pl
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Einstein-Maxwell equations. In Secs. IV, V, and VI, we
remind the reader of polar expansion in axial symmetry,
discuss gauge choice, and present source identities. The
main result of this paper, namely providing inhomogeneous
wave equations for Einstein-Maxwell equations of any
perturbation order, is contained in Sec. VII.

II. BACKGROUND METRIC

The Reissner-Nordström solution describes a static,
spherically symmetric black hole with an electric charge.
In static coordinates ðt∈ ð−∞;∞Þ;r∈ ðrþ;∞Þ;θ∈ ð0;πÞ;
ϕ∈ ½0;2πÞÞ, its metric is given by (we useG¼c¼4πϵ0¼1)

ḡ ¼ −Adt2 þ 1

A
dr2 þ r2dΩ2; ð1Þ

where A ¼ 1 − 2M
r þ Q2

r2 , rþ ¼ M þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 −Q2

p
, and M

and Q are mass and charge of a black hole, respectively
(we assume jQj < M). Together with an electromagnetic
tensor F̄ with only nonzero terms F̄tr ¼ −F̄rt ¼ Q

r , metric
(1) solves Einstein-Maxwell equations,

R̄μν ¼ 8πT̄μν; ð2Þ

∇̄μF̄μν ¼ 0; ð3Þ

F̄½μν;λ� ¼ 0; ð4Þ

where ∇̄ and R̄μν are, respectively, the covariant derivative
and Ricci tensor with respect to the metric ḡ and the comma
denotes a partial derivative. T̄μν is given by

T̄μν ¼
1

4π

�
F̄μαF̄α

ν −
1

4
ḡμνF̄αβF̄αβ

�
ð5Þ

III. GRAVITATIONAL AND ELECTROMAGNETIC
PERTURBATIONS OF EINSTEIN-MAXWELL

SYSTEMS

Let us assume that metric ḡ and electromagnetic tensor F̄
solve Einstein-Maxwell equations (2)–(4). Now, we seek
for new solutions g and F that we expand around ḡ and F̄
with respect to the perturbation parameter ϵ:

gμν ¼ ḡμν þ
X
i>0

ðiÞhμνϵi; ð6Þ

Fμν ¼ F̄μν þ
X
i>0

ðiÞfμνϵi: ð7Þ

We plug (6) and (7) into Einstein-Maxwell equations, to
obtain their perturbative form of order i,

ΔL
ðiÞhμν − 8πðiÞtμν ¼ ðiÞSGμν; ð8Þ

∇̄μðiÞfμν − ðiÞΘν ¼ ðiÞSMν ; ð9Þ
ðiÞf½μν;λ� ¼ 0; ð10Þ

where

ΔL
ðiÞhμν ¼

1

2
ð−∇̄α∇̄α

ðiÞhμν − ∇̄μ∇̄ν
ðiÞhαα − 2R̄μανβ

ðiÞhαβ

þ ∇̄μ∇̄αðiÞhνα þ ∇̄ν∇̄αðiÞhμαÞ; ð11Þ

ðiÞtμν ¼ 2ðiÞfαðμF̄α
νÞ −

1

2
ðiÞfαβF̄αβḡμν

þ
�
1

2
F̄ασF̄β

σ ḡμν − F̄μαF̄νβ

�
ðiÞhαβ

−
1

4
F̄2ðiÞhμν − ðiÞhαðμT̄α

νÞ; ð12Þ

ðiÞΘν ¼ ḡαβðF̄σν
ðiÞδΓσ

αβ þ F̄βσ
ðiÞδΓσ

ανÞ; ð13Þ

ðiÞδΓσ
αβ ¼

1

2
ḡσδð−∇̄δ

ðiÞhαβ þ ∇̄α
ðiÞhβδ þ ∇̄β

ðiÞhδαÞ: ð14Þ

Tensor sources ðiÞSGμν and vector sources ðiÞSMν are expressed
by ðj<iÞhμν and ðj<iÞfμν; therefore, perturbative Einstein
equations should be solved order by order (see Appendix A
for the construction of sources). For i ¼ 1, both sources
vanish.

IV. POLAR EXPANSION

In a spherically symmetric background, in 3þ 1 dimen-
sions, vector and tensor components split into two sectors
that transform differently under rotations: polar and axial
(for the details, see, e.g., Refs. [2,3,19,20]). Symmetric
tensors have seven polar and three axial components, and
antisymmetric tensors have three polar and three axial
components. Below, we list expansions of all the compo-
nents of both symmetric and antisymmetric tensors and of
vectors in axial symmetry (Pl denotes lth Legendre
polynomial).
The symmetric tensor, polar sector is

Sabðt;r;θÞ¼
X
0≤l

Slabðt;rÞPlðcosθÞ; a;b¼ t;r; ð15Þ

Saθðt;r;θÞ¼
X
1≤l

Slaθðt;rÞ∂θPlðcosθÞ; a¼ t;r; ð16Þ

1

2

�
Sθθðt;r;θÞþ

Sϕϕðt;r;θÞ
sin2θ

�
¼
X
0≤l

Slþðt;rÞPlðcosθÞ;

ð17Þ
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1

2

�
Sθθðt;r;θÞ−

Sϕϕðt;r;θÞ
sin2θ

�

¼
X
2≤l

Sl−ðt;rÞð−lðlþ1ÞPlðcosθÞ−2cotθ∂θPlðcosθÞÞ:

ð18Þ

The symmetric tensor, axial sector is

Saϕðt;r;θÞ¼
X
1≤l

Slaϕðt;rÞsinθ∂θPlðcosθÞ; a¼ t;r;

ð19Þ

Sθϕðt; r; θÞ ¼
X
2≤l

Slθϕðt; rÞð−lðlþ 1Þ sin θPlðcos θÞ

− 2 cos θ∂θPlðcos θÞÞ: ð20Þ

The antisymmetric tensor, polar sector is

Atrðt; r; θÞ ¼
X
0≤l

Altrðt; rÞPlðcos θÞ; ð21Þ

Aaθðt;r;θÞ¼
X
1≤l

Alaθðt;rÞ∂θPlðcosθÞ; a¼ t;r: ð22Þ

The antisymmetric tensor, axial sector is

Aaϕðt; r;θÞ ¼
X
1≤l

Alaϕðt; rÞ sinθ∂θPlðcosθÞ; a¼ t; r;

ð23Þ

Aθϕðt; r; θÞ ¼
X
0≤l

Alθϕðt; rÞ sin θPlðcos θÞ: ð24Þ

The vector, polar sector is

Vaðt; r; θÞ ¼
X
0≤l

Vlaðt; rÞPlðcos θÞ; a ¼ t; r; ð25Þ

Vθðt; r; θÞ ¼
X
1≤l

Vlθðt; rÞ∂θPlðcos θÞ: ð26Þ

The vector, axial sector is

Vϕðt; r; θÞ ¼
X
1≤l

Vlϕðt; rÞ sin θ∂θPlðcos θÞ: ð27Þ

Since the background is spherically symmetric, differ-
ential operators acting on ðiÞhμν and ðiÞfμν do not mix axial
and polar sectors; therefore, Einstein-Maxwell equations
split into two sectors as well: there are seven Einstein and
three Maxwell equations in the polar sector and three
Einstein and one Maxwell equation in the axial sector. In
our paper, we consider separately l ≥ 2, l ¼ 1, and l ¼ 0.

V. GAUGE CHOICE

Under a gauge transformation induced by a vector Xμ,
tensors transform as tμν → tμν þ LXtμν (see Appendix B for
the explicit form of transformations). Throughout the
paper, we use Regge-Wheeler gauge [2]; namely, we set
ðiÞhltr, ðiÞhlrθ, and ðiÞhl− to zero in the polar sector and
ðiÞhlθϕ ¼ 0 in the axial sector. It turns out that variables we
use correspond exactly to RW gauge invariants; therefore, a
result for l ≥ 2 can be read as expressions for RW gauge
invariants. However, throughout the paper, we stick to fixed
RW gauge because the discussion of l ¼ 0 and l ¼ 1 cases
is more straightforward then. When the background quan-
tities ḡ and F̄ fulfill Einstein equations, the left-hand sides
of perturbation equations (8)–(10) of order i do not feel
gauge transformations of order i, but source functions ðiÞSGμν
and ðiÞSGμν depend on the gauge transformations of order
j < i explicitly, so such a formulation is not fully gauge
invariant. This, however, is not a problem, since equations
are solved order by order and for the practical implemen-
tations one goes to the asymptotically flat gauge before
moving to the next order anyway.

VI. SOURCES FOR EINSTEIN-MAXWELL
EQUATIONS

Sources ðiÞSGl μν and
ðiÞSMl ν are built of ðjÞhlμν and ðjÞflμν

with j < i. These sources are not independent but fulfill
five identities:

∇̄μðiÞSGμν −
1

2
∇̄ν

ðiÞSG
μ

μ − 2F̄μ
ν
ðiÞSMμ ¼ 0; ð28Þ

∇̄μðiÞSMμ ¼ 0; ð29Þ

which come from the Bianchi identity and contracted
Jacobi identity for tensor Fμν. One can check that they
hold using (8)–(10) directly. The explicit form of identities
(28) and (29) for polar-expanded sources in the polar sector
reads [we introduce τ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðl − 1Þðlþ 2Þp

]

�
A0 þ 2A

r

�
ðiÞSGl tr þ

2QA
r2

ðiÞSMl r þ A∂r
ðiÞSGl tr −

1

2A
∂t

ðiÞSGl tt −
1

2
A∂t

ðiÞSGl rr −
lðlþ 1Þ

r2
ðiÞSGl tθ −

1

r2
∂t

ðiÞSGlþ ¼ 0; ð30Þ
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�
A0 þ 2A

r

�
ðiÞSGl rr þ

2Q
r2A

ðiÞSMl t þ
1

2A
∂r

ðiÞSGl tt þ
1

2
A∂r

ðiÞSGl rr −
1

A
∂t

ðiÞSGl tr −
lðlþ 1Þ

r2
ðiÞSGl rθ −

∂r

r2
ðiÞSGl þ ¼ 0; ð31Þ

�
A0 þ 2A

r

�
ðiÞSGl rθ þ

1

2A
ðiÞSGl tt −

1

2
AðiÞSGl rr þ A∂rSrθ −

1

A
∂t

ðiÞSGl tθ −
τ2

r2
ðiÞSGl − ¼ 0; ð32Þ

�
A0 þ 2A

r

�
ðiÞSMl r þ A∂r

ðiÞSMl r −
1

A
∂t

ðiÞSMl t −
lðlþ 1Þ

r2
ðiÞSMl θ ¼ 0; ð33Þ

and in the axial sector reads

�
A0 þ 2A

r

�
ðiÞSGl rϕ þ A∂r

ðiÞSGl rϕ −
∂t

ðiÞSGl tϕ

A
þ

−
τ2ðiÞSGl θϕ

r2
¼ 0: ð34Þ

VII. GRAVITATIONAL AND
ELECTROMAGNETIC PERTURBATIONS

Now, we polar expand Eqs. (8)–(10):

ðiÞElμν ¼ ΔL
ðiÞhlμν − 8πðiÞtlμν ¼ ðiÞSGl μν; ð35Þ

ðiÞJlν ¼ ∇̄μðiÞflμν − ðiÞΘlν ¼ ðiÞSMl ν; ð36Þ
ðiÞflðμν;αÞ ¼ 0: ð37Þ

A. Polar sector, l ≥ 2

First, from (37), we have

ðiÞfltr ¼ ∂r
ðiÞfltθ − ∂t

ðiÞflrθ; ð38Þ

and from ðiÞEl−,

1

4

�
1

A
ðiÞhl tt − AðiÞhl rr

�
− ðiÞSl− ¼ 0: ð39Þ

We use relations (38) and (39) to eliminate ðiÞfltr and
ðiÞhl tt

from Eqs. (35)–(37). Then, we are left with five variables:
ðiÞhl tt, ðiÞhl tr, ðiÞhlþ, ðiÞfltθ , and

ðiÞflrθ .
Remaining equations can all be fulfilled by introducing

two master scalar variables ðiÞΦP
l and ðiÞΨP

l which solve a
system of two coupled inhomogeneous (homogeneous at
the linear order) wave equations [21]:

rð−□̄þ VP
GlÞ

ðiÞΦP
l

r
þ VP

MGl
ðiÞΨP

l ¼ ðiÞS̃PGl; ð40Þ

rð−□̄þ VP
MlÞ

ðiÞΨP
l

r
þ VP

MGl
ðiÞΦP

l ¼ ðiÞS̃PMl: ð41Þ

Following the idea of Ref. [18], we express leftover
variables by linear combinations of master scalar functions,
their partial derivatives up to the second order (to solve
homogeneous part of Einstein-Maxwell equations), and
additional source functions (to solve the inhomogeneous
part of equations). These combinations and potentials VP

Gl,
VP
Ml, and VP

MGl are defined uniquely:

VP
Gl ¼ τ2V̂P

Gl ¼ τ2ð−r2A02 − 2Að−2Aþ lðlþ 1Þ þ 2Þ þ l2ðlþ 1Þ2Þ
r2ðrA0 − 2Aþ lðlþ 1ÞÞ2 þ 8Q2τ2A

r4ðrA0 − 2Aþ lðlþ 1ÞÞ2 ; ð42Þ

VP
Ml ¼ −rA0 þ lðlþ 1Þ

r2
þ 4Q2ð2Að2r3A0 þ τ2r2 þ 4Q2Þ − r4A02 − 4r2A2 þ ðlðlþ 1ÞÞ2r2Þ

r6ðrA0 − 2Aþ lðlþ 1ÞÞ2 ; ð43Þ

VP
MGl ¼ τV̂P

MGl ¼ 2τQð2Aðr3A0 þ 4Q2 − 2r2Þ − r4A02 þ ðlðlþ 1ÞÞ2r2Þ
r5ðrA0 − 2Aþ lðlþ 1ÞÞ2 ; ð44Þ

ðiÞhl tr ¼ −r∂tr
ðiÞΦP

l þ
�
rA0

2A
−

τ2

rA0 − 2Aþ lðlþ 1Þ
�
∂t

ðiÞΦP
l −

2τQ∂t

rðrA0 − 2Aþ lðlþ 1ÞÞ
ðiÞΨP

l þ ðiÞαl; ð45Þ

ðiÞhl tt ¼−r∂rr
ðiÞΦP

l þ
�
−

τ2

rA0−2Aþlðlþ1Þ−
rA0

2A

�
∂r

ðiÞΦP
l þ

r
2A

�
A0

r
þVP

Gl

�
ðiÞΦP

l þ−
2τQ

rðrA0−2Aþlðlþ1ÞÞ∂r
ðiÞΨP

l

þ r
2A

VP
MGl

ðiÞΨP
l þðiÞβl; ð46Þ
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ðiÞhlþ ¼ −A∂r
ðiÞΦP

l þ
�

2AðrA0−2Aþ2Þ
rA0−2Aþlðlþ1Þ − lðlþ 1Þ

�
2r

ðiÞΦP
l −

2τQA
r2ðrA0 − 2Aþ lðlþ 1ÞÞ

ðiÞΨP
l þ ðiÞγl; ð47Þ

ðiÞfl tθ ¼
Aτ
4
∂r

ðiÞΨP
l −

QA
2r

∂r
ðiÞΦP

l þQA
2r2

ðiÞΦP
l þ ðiÞλl; ð48Þ

ðiÞfl rθ ¼
τ

4A
∂t

ðiÞΨP
l −

Q
2rA

∂t
ðiÞΦP

l þ ðiÞκl: ð49Þ

At the linear level, ð1Þαl ¼ ð1Þβl ¼ ð1Þγl ¼ ð1Þλl ¼ ð1Þκl ¼ ð1ÞS̃PGl ¼ ð1ÞS̃PMl ¼ 0 and relations (45)–(46) can be inverted to
express ð1ÞΦP

l and ð1ÞΨP
l as functions of ðiÞhlμν and ðiÞflμν. At higher orders, we treat linear level expressions for ð1ÞΦP

l and
ð1ÞΨP

l as definitions of ðiÞΦP
l and ðiÞΨP

l :

ðiÞΦP
l ¼ 4rAðr∂r

ðiÞhlþ − AðiÞhlrrÞ
lðlþ 1ÞðrA0 − 2Aþ lðlþ 1ÞÞ −

2rðiÞhlþ
lðlþ 1Þ ; ð50Þ

ðiÞΨP
l ¼ 4r2ð∂r

ðiÞfltθ − ∂t
ðiÞflrθÞ

lðlþ 1Þτ þ 8QAðr∂r
ðiÞhlþ − AðiÞhlrrÞ

lðlþ 1ÞτðrA0 − 2Aþ lðlþ 1ÞÞ : ð51Þ

Having these definitions, we may express the left-hand side of (40) and (41) as combinations of ðiÞElμν, ðiÞJlν, and their
derivatives. Finding these combinations, we use (35) and (36) to build sources for wave equations:

ðiÞS̃PGl ¼ −
4A2ðτ2r2 þ 4Q2ÞðiÞSGl rr

lðlþ 1ÞrðrA0 − 2Aþ lðlþ 1ÞÞ2 þ
4ðiÞSGl ttð2r3A0 − 4r2Aþ ðlðlþ 1Þ þ 2Þr2 − 4Q2Þ

lðlþ 1ÞrðrA0 − 2Aþ lðlþ 1ÞÞ2

þ 8A∂r
ðiÞSGlþ

lðlþ 1ÞðrA0 − 2Aþ lðlþ 1ÞÞ þ
8AðiÞSGl rθ

rA0 − 2Aþ lðlþ 1Þ −
4rVP

Gl
ðiÞSGlþ

lðlþ 1Þτ2

þ
4ðiÞSGl −ð Q2ð8AÞ

r3ðrA0−2Aþlðlþ1ÞÞ − A0 − rVP
MlÞ

lðlþ 1Þ −
16QðiÞSMl t

lðlþ 1ÞðrA0 − 2Aþ lðlþ 1ÞÞ ; ð52Þ

lðlþ 1Þ
4

τðiÞS̃PMl ¼ lðlþ 1Þ
4

ðiÞŜPMl

¼ r2∂r
ðiÞSMl t − r2∂t

ðiÞSMl r − ðiÞSMl t

�
2r −

8Q2

rðrA0 − 2Aþ lðlþ 1ÞÞ
�
þ 8Qðr2ðrA0−2Aþ2Þ

4
−Q2ÞðiÞSGl tt

r2ðrA0 − 2Aþ lðlþ 1ÞÞ2

þ 8QA2ðiÞSGl rrðr
2ðrA0−2Aþ2ðlðlþ1Þ−1ÞÞ

4
þQ2Þ

r2ðrA0 − 2Aþ lðlþ 1ÞÞ2 þ 4lðlþ 1ÞQAðiÞSGl rθ

rðrA0 − 2Aþ lðlþ 1ÞÞ þ
4QA∂r

ðiÞSGl þ
rðrA0 − 2Aþ lðlþ 1ÞÞ

þ 2QA0∂r
ðiÞSGl − þ −

2QðiÞSGl −ðA0 þ rVP
MlÞ

r
þ 2QA∂2

r
ðiÞSGl − −

2Q∂2
t
ðiÞSGl −
A

−
rVP

MGl
ðiÞSGlþ
τ

: ð53Þ

ðiÞS̃PGl and ðiÞS̃PMl are given uniquely up to the source
identities (30)–(33).We introduced auxiliary quantities V̂P

Gl,
V̂P
MGl, and ðiÞŜPMl, which are nonzero (or nonsingular)

for l ¼ 1.
At the nonlinear level, part of the solution (45)–(49)

consisting of master scalars ðiÞΦP
l and ðiÞΨP

l and their
derivatives fulfills the homogeneous part of Einstein-
Maxwell equations (35), (36), and (37), whereas part of
(45)–(49) consisting of functions ðiÞαl; ðiÞβl; ðiÞγl; ðiÞλl, and
ðiÞκl is responsible for the inhomogeneous part of the
Einstein-Maxwell equations. To find these functions, we

plug (45)–(49) into Eqs. (35) and (36) and into definitions
(50) and (51) to ensure consistency. Then, we solve these
equations for ðiÞαl; ðiÞβl; ðiÞγl; ðiÞλl, and ðiÞκl. These functions,
as well as scalar sources for wave equations ðiÞS̃PGl and

ðiÞS̃PMl,
are defined uniquely [up to the source identities (30)–(33)]:

ðiÞαl ¼ −
2r2ðr2A2ðiÞSGl rr þ r2ðiÞSGl tt þ 2AðiÞSGl þÞ
lðlþ 1Þr2ðrA0 − 2Aþ lðlþ 1ÞÞ þ

−
16Q2AðiÞSGl −

lðlþ 1Þr2ðrA0 − 2Aþ lðlþ 1ÞÞ ; ð54Þ
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ðiÞβl ¼ r

�
2rðiÞSGl tr

lðlþ 1Þ þ
∂t

ðiÞαl
A

�
; ð55Þ

ðiÞγl ¼ r∂r
ðiÞαl þ ðiÞαl

A
−

ðiÞαlðrA0 þ lðlþ 1ÞÞ
2A2

; ð56Þ

ðiÞκl ¼ r2ðiÞSMl r

lðlþ 1Þ þ
2Q∂t

ðiÞSGl −
Alðlþ 1Þ ; ð57Þ

ðiÞλl ¼ r2ðiÞSMl t

lðlþ 1Þ þ
2QA∂r

ðiÞSGl −
lðlþ 1Þ : ð58Þ

B. Polar sector, l = 1

For l ¼ 1, there is no Sl− coefficient in a symmetric
tensor decomposition; therefore, we do not have a ðiÞhl−
metric coefficient, and we lose the algebraic Einstein
equation (39). However, since one of the gauge conditions
was ðiÞhl− ¼ 0, we gain additional gauge freedom, which
we can use to keep algebraic relation (39). That means
our l ≥ 2 results are directly applicable to l ¼ 1 as well.
The only obstacle is that for the l ¼ 1 coefficient τ ¼ 0
and singular terms appear in the source for wave equa-
tion (41) and in the definition (51). We can deal with it by
introducing ðiÞΨ̂P

l ¼ τðiÞΨP
l , which, together with ðiÞΦP

l ,
fulfills a set of wave equations,

rð−□̄þ τ2V̂P
GlÞ

ðiÞΦP
l

r
þ V̂P

MGl
ðiÞΨ̂P

l ¼ ðiÞS̃PGl; ð59Þ

rð−□̄þ VP
MlÞ

ðiÞΨ̂P
l

r
þ τ2V̂P

MGl
ðiÞΦP

l ¼ ðiÞŜPMl; ð60Þ

where V̂P
Gl, V̂

P
MGl, and

ðiÞŜPMl are defined in (42), (44), and
(53). For l ¼ 1, the system is simpler—there is no coupling
to the gravitational master scalar in (60). Now, scalar
sources for both equations are regular for l ¼ 1. Metric
and electromagnetic tensor perturbations are then given by

ðiÞh1 tr ¼ −r∂tr
ðiÞΦP

1 þ
rA0

2A
∂t

ðiÞΦP
1

−
2Q∂t

rðrA0 − 2Aþ 2Þ
ðiÞΨ̂P

1 þ ðiÞα1; ð61Þ

ðiÞh1 rr ¼−r∂rr
ðiÞΦP

1 −
rA0

2A
∂r

ðiÞΦP
1 þ

A0

2A
ðiÞΦP

1þ

−
2Q

rðrA0−2Aþ2Þ∂r
ðiÞΨ̂P

1 þ
r
2A

V̂P
MG1

ðiÞΨ̂P
1 þðiÞβ1;

ð62Þ

ðiÞh1þ ¼ −A∂r
ðiÞΦP

1 þ
A − 1

r
ðiÞΦP

1

−
2QA

r2ðrA0 − 2Aþ 2Þ
ðiÞΨP

1 þ ðiÞγ1; ð63Þ

ðiÞf1 tθ ¼
A
4
∂r

ðiÞΨ̂P
1 −

QA
2r

∂r
ðiÞΦP

1 þ
QA
2r2

ðiÞΦP
1 þðiÞλ1; ð64Þ

ðiÞf1 rθ ¼
1

4A
∂t

ðiÞΨ̂P
1 −

Q
2rA

∂t
ðiÞΦP

1 þ ðiÞκ1: ð65Þ

Since there is no ðiÞSGl− source term, ðiÞα1, ðiÞβ1, ðiÞγ1, ðiÞλ1,
and ðiÞκ1 for l ¼ 1 are given by

ðiÞα1 ¼ −
r2A2ðiÞSG1 rr þ r2ðiÞSG1 tt þ 2AðiÞSG1 þ

ðrA0 − 2Aþ 2Þ ; ð66Þ

ðiÞβ1 ¼ r2ðiÞSG1 tr þ
r∂t

ðiÞα1
A

; ð67Þ

ðiÞγ1 ¼
r∂r

ðiÞα1 þ ðiÞα1
A

−
ðiÞα1ðrA0 þ 2Þ

2A2
; ð68Þ

ðiÞκ1 ¼
r2

2
ðiÞSM1 r; ð69Þ

ðiÞλ1 ¼
r2

2
ðiÞSM1 t: ð70Þ

Although direct implementation of previous results pro-
vides a general solution to l ¼ 1 equations, it can be
misleading; it looks like there are two dynamical variables,
whereas there should be only one [7] (for the Schwarzschild
case l ¼ 1, gravitational modes are pure gauge [22]).
However, by the following gauge transformation, one can
get rid of ðiÞΦP

1 from (75)–(79),

ðiÞζ1 t ¼ −∂t
ðiÞζ1 θ; ð71Þ

ðiÞζ1 r ¼
2ðiÞζ1 θ

r
− ∂r

ðiÞζ1 θ; ð72Þ

ðiÞζ1 θ ¼ −
r
2
ðiÞΦP

1 ; ð73Þ

and the solution reads

ðiÞh1 tt ¼ −
2A2Q

rðrA0 − 2Aþ 2Þ ∂r
ðiÞΨ̂P

1 −
rA
2
V̂P
MG1

ðiÞΨ̂P
1

þ A2ðiÞβ1 þ rAðiÞS̃PGl ð74Þ

ðiÞh1 tr ¼ −
2Q∂t

rðrA0 − 2Aþ 2Þ
ðiÞΨ̂P

1 þ ðiÞα1; ð75Þ

ðiÞh1 rr ¼−
2Q

rðrA0−2Aþ2Þ∂r
ðiÞΨ̂P

1 þ
r
2A

V̂P
MG1

ðiÞΨ̂P
1 þðiÞβ1;

ð76Þ

ðiÞh1 þ ¼ −
2QA

ðrA0 − 2Aþ 2Þ
ðiÞΨ̂P

1 þ r2ðiÞγ1; ð77Þ
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ðiÞf1 tθ ¼
A
4
∂r

ðiÞΨ̂P
1 þ ðiÞλ1; ð78Þ

ðiÞf1 rθ ¼
1

4A
∂t

ðiÞΨ̂P
1 þ ðiÞκ1: ð79Þ

The cost of performing this transformation is the loss of
algebraic relation (39). From our results, one can also move
to a gauge used by some authors (Refs. [6,7]) in
which ðiÞh1þ ¼ 0.

C. Polar sector, l= 0

In this case, we follow Rostworowski [18]. Using gauge
freedom, we set ðiÞh0 þ ¼ 0 and ðiÞh0 tr¼0, and leftover
nonzero variables are ðiÞh0 tt, ðiÞh0 rr, and ðiÞf0 tr. From
ðiÞE0 01, ðiÞE0 00 þ A2ðiÞE0 11, and ðiÞJ0 1 (the only indepen-
dent equations), we have, respectively,

A
r
∂t

ðiÞh0 rr ¼ ðiÞSG0 tr; ð80Þ

A
r
∂r

�
AðiÞh0 rr −

ðiÞh0 tt

A

�
¼

ðiÞSG0 tt

A
þ AðiÞSG0 rr; ð81Þ

∂t

�
ðiÞf0 tr þ

Q
2r2

�ðiÞh0 tt

A
− AðiÞh0 rr

��
¼ −AðiÞSM0 r: ð82Þ

These equations can be therefore integrated directly,
starting from (80).

D. Axial sector, l ≥ 2

First, we use (37) to obtain

ðiÞfltϕ ¼ −
∂t fθϕ

lðlþ 1Þ ; ð83Þ

ðiÞflrϕ ¼ −
∂r fθϕ

lðlþ 1Þ : ð84Þ

We are left with three variables ðiÞhltϕ, ðiÞhlrϕ, and
ðiÞflθϕ. In the same manner as before, we can fulfill
equations (35) and (36) by introducing two master scalar
variables ðiÞΦA

l and ðiÞΨA
l , which solve a system of two

coupled wave equations:

rð−□̄þ VA
GlÞ

ðiÞΦA
l

r
þ VA

MG l
ðiÞΨA

l ¼ ðiÞS̃AG l; ð85Þ

rð−□̄þ VA
M lÞ

ðiÞΨA
l

r
þ VA

MG l
ðiÞΦA

l ¼ ðiÞS̃AM l: ð86Þ

Following the procedure described in the previous
section, we find three potentials and express htϕ, hrϕ,
and fθϕ by master scalars and their derivatives:

VA
Gl ¼ r2ðA − 3rA0Þ þ ðτ2 þ 1Þr2 −Q2

r4
; ð87Þ

VA
M l ¼ −A0r3 þ lðlþ 1Þr2 þ 4Q2

r4
; ð88Þ

VA
MGl ¼ −

2τQ
r3

; ð89Þ

ðiÞhltϕ ¼ A∂rðrðiÞΦA
lÞ þ ðiÞσl; ð90Þ

ðiÞhlrϕ ¼ r
A
∂t

ðiÞΦA
l þ ðiÞχl; ð91Þ

ðiÞflθϕ ¼ 1

2
lðlþ 1ÞτðiÞΨA

l þ ðiÞδl: ð92Þ

Now, we invert the above relations for linear order and treat
the following expressions as definitions of ðiÞΦA

l and ðiÞΨA
l

at the nonlinear order:

ðiÞΦA
l ¼

ðrð∂r
ðiÞhltϕ−∂t

ðiÞhlrϕÞ−2ðiÞhltϕÞ
lðlþ1Þτ2r þ4QðiÞflθϕ

τ2
;

ð93Þ

ðiÞΨA
l ¼ 2ðiÞflθϕ

τlðlþ 1Þ : ð94Þ

Finally, we find inhomogeneous functions ðiÞσl, ðiÞχl,
and ðiÞδl,

ðiÞσl ¼ 2r2

τ2
ðiÞSGl tϕ; ð95Þ

ðiÞχl ¼ 2r2

τ2
ðiÞSGl rϕ; ð96Þ

ðiÞδl ¼ 0; ð97Þ

and scalar sources ðiÞS̃AGl and ðiÞS̃AM l,

ðiÞS̃AGl ¼ 2rð∂r
ðiÞSGl tϕ − ∂t

ðiÞSGl rϕÞ
τ2

; ð98Þ

ðiÞS̃AM l ¼ 2ðiÞSMl ϕ

τ
: ð99Þ

E. Axial sector, l= 1

Since ðiÞhl θϕ does not appear for l ¼ 1, we can use
gauge freedom to set ðiÞh1 rϕ ¼ 0. From (37), we have

ðiÞf1 tϕ ¼ −
∂t

ðiÞf1 θϕ

2
; ð100Þ
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ðiÞf1 rϕ ¼ −
∂r

ðiÞf1 θϕ

2
: ð101Þ

Remaining equations contain ðiÞh1 tϕ and ðiÞf1 θϕ only. From
ðiÞE1 rϕ ¼ ðiÞSG1 rϕ, we find

−
r2

2A
∂r

�ðiÞh1 tϕ

r2

�
−
QðiÞf1 θϕ

Ar2
þ ηðrÞ ¼

Z
t ðiÞSG1 rϕdt

0;

ð102Þ

where ηðrÞ is some function of r. It is not arbitrary—from
ðiÞE1 tϕ ¼ ðiÞSG1 tϕ and source identity (34), we find η ¼ C1

Ar2,
C1 being an arbitrary constant.
Let us introduce ðiÞΨA

1 such that ðiÞf1 θϕ ¼
ðiÞΨA

1 þ 4C1Q
3r2ðrA0þ2A−2Þ. From (36), we find that ðiÞΨA

1 fulfills

an inhomogeneous (homogeneous at the linear level) wave
equation,

rð−□̄þ VA
M 1Þ

ðiÞΨA
1

r
¼ ðiÞS̃AM 1; ð103Þ

where

VA
M1 ¼

4Q2 − r3A0 þ 2r2

r4
; ð104Þ

ðiÞS̃AM1 ¼ 2ðiÞSM1ϕ −
4AQ

R
t ðiÞSG1 rϕdt

0

r2
: ð105Þ

We note that at the linear level setting ðiÞΨA
1 ¼ 0

corresponds to the linearized Kerr-Newman metric.

VIII. SUMMARY

Nonlinear perturbation theory of the Reissner-Nordström
solution has not been present in the literature so far, and the
present article fills this gap. Basing on a systematic
approach to gravitational perturbations by Rostworowski
[18], we have shown that one can fulfill perturbative
Einstein-Maxwell equations at any perturbation order by
solving two inhomogeneous master wave equations at each
sector (cases l ¼ 0, 1 needed special treatment). This
makes treatment of higher-order perturbations of
Reissner-Nordström clear and would be especially useful
for numerical purposes. To summarize, a complete order by
order algorithm of solving Einstein-Maxwell equations
within our formalism would be:
(1) Solve wave equations (40), (41), (85), and (86), and

calculate RW variables and electromagnetic tensor
components according to (45)–(49) and (90)–(92),

(2) Move to asymptotically flat gauge, and calculate
sources toEinstein-Maxwell equations (AppendixA),

(3) Construct sources to wave equations [Eqs. (52), (53),
(98), and (99)], and move to the next order.

Applications of presented calculations possibly include
nonlinear studies on the strong cosmic censorship con-
jecture and on astrophysical systems, where electromag-
netic field is taken into account.
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APPENDIX A: SOURCES FOR
EINSTEIN-MAXWELL EQUATIONS

Let us fix index i and assume that we already know the
solution to Einstein-Maxwell equations (35)–(37) up to ith
order:

g̃μν ¼
Xi

j¼1

X
l

ðjÞhlμν; ðA1Þ

F̃μν ¼
Xi

j¼1

X
l

ðjÞflμν: ðA2Þ

Using this solution, we can calculate the Einstein tensor
Gμνðg̃Þ and the energy-momentum tensor Tμνðg̃; F̃Þ.
Although these tensors fulfill Einstein-Maxwell equations
up to order i, they contribute to the iþ 1 (and higher)
perturbation equations. Finally, tensor and vector sources of
order iþ 1 are given by

ðiþ1ÞSGμν ¼ ½iþ 1�ð−Gμνðg̃Þ þ 8πTμνðg̃; F̃ÞÞ; ðA3Þ
ðiþ1ÞSEν ¼ ½iþ 1�ð−∇μðg̃αβÞF̃μνÞ; ðA4Þ

where ½k�ð…Þ denotes the kth-order expansion in ϵ of a
given quantity.
Although in most cases expressions for the sources

ðiþ1ÞSGμν and ðiþ1ÞSGμν are complicated, their construction
is a purely algebraic task and can be easily performed using
computer algebra.

APPENDIX B: GAUGE TRANSFORMATIONS

Under a gauge transformation xμ → xμ þ Xμ, tensors
transform as tμν → tμν þ LXtμν. For Xμ ¼ ðiÞζμϵi, perturba-
tion functions of order i transform in the following way:

ðiÞhlμν → ðiÞhlμν þ LðiÞζl ḡμν; ðB1Þ
ðiÞflμν → ðiÞflμν þ LðiÞζlF̄μν: ðB2Þ

The explicit form of these transformations in a polar
sector is
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ðiÞhltt → ðiÞhltt þ 2∂t
ðiÞζlt − AA0ðiÞζlr; ðB3Þ

ðiÞhltr → ðiÞhltr þ ∂r
ðiÞζlt þ ∂t

ðiÞζlr −
A0

A
ðiÞζlt; ðB4Þ

ðiÞhltθ → ðiÞhltθ þ ∂t
ðiÞζlθ þ ðiÞζlt; ðB5Þ

ðiÞhlrr → ðiÞhlrr þ 2∂r
ðiÞζlθ þ

A0

A
ðiÞζlr; ðB6Þ

ðiÞhlrθ → ðiÞhlrθ þ ∂r
ðiÞζlθ −

2

r
ðiÞζlθ þ ðiÞζlr; ðB7Þ

ðiÞhlþ → ðiÞhlþ þ 2A
ðiÞζlr
r

− lðlþ 1Þ
ðiÞζlθ
r2

; ðB8Þ

ðiÞhl− → ðiÞhl− þ ðiÞζlθ; ðB9Þ

ðiÞfltθ → ðiÞfltθ þ
AQ
r2

ðiÞζlr; ðB10Þ

ðiÞflrθ → ðiÞflrθ þ
Q
Ar2

ðiÞζlt; ðB11Þ

ðiÞfltr → ðiÞfltr þ
Q
Ar2

ðiÞζlt; ðB12Þ

ðiÞfltr → ðiÞfltr þQ∂r

�
A
r2

ðiÞζlr

�
−

Q
r2A

∂t
ðiÞζlt ðB13Þ

and in the axial sector is

ðiÞhltϕ → ðiÞhltϕ þ ∂t
ðiÞζlϕ; ðB14Þ

ðiÞhlrϕ → ðiÞhlrϕ þ ∂r
ðiÞζlϕ − 2

ðiÞζlϕ
r

; ðB15Þ

ðiÞhlθϕ → ðiÞhlθϕ þ ðiÞζlϕ: ðB16Þ
ðiÞfltϕ → ðiÞfltϕ; ðB17Þ
ðiÞflrϕ → ðiÞflrϕ; ðB18Þ
ðiÞflθϕ → ðiÞflθϕ: ðB19Þ
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A number of authors provided arguments that a rotating gravastar is a good candidate for a source of the
Kerr metric. These arguments were based on the second order perturbation analysis. In the following paper,
we construct a perturbative solution of the rotating gravastar up to the third perturbation order and show that
once we demand finiteness of the Kretschmann scalar expansion, it cannot be continuously matched with
the Kerr spacetime.
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I. INTRODUCTION

Gravastars, proposed by Mazur and Mottola [1] as an
alternative to black holes, have been studied extensively in
the recent years [2–9]. One of the issues concerning
gravastars is to find a rotating gravastar solution. So far
only perturbative versions of such a solution exist [10–12].
These studies indicate that in the ultracompact limit [13] the
rotating gravastar can be a source of the Kerr metric (i.e., I,
Love, Q numbers tend to those of Kerr in this limit). Similar
perturbation-type sources (thin shells) of the Kerr metric
were studied earlier by, e.g., [14–16]. On the other hand,
constructing perturbation sources of the Kerr metric have
been criticized by Krasiński [17].
In this work, we take perturbation approach to check if

the matching of the gravastar with the Kerr spacetime
survives at higher orders. It means that we want to construct
a rotating analogue of [13] with the Kerr spacetime outside.
We use slightly different framework to [10–12] and instead
of solving Einstein equations both for interior and exterior,
we a priori assume that an exterior solution is the Kerr
metric. Then we seek for an interior solution and try to
match it with the Kerr metric.
Most of the work on rotating gravastars was based on

Hartle’s structure equations [18] (see also [19–21]). Hartle’s
framework allows to study slowly rotating perfect fluid
objects up to the second order in the angular momentum. To
go beyond the second order, we find it easier to follow
Rostworowski [22], who provided a nonlinear extension of
Regge-Wheeler and Zerilli formalisms. Formalism given by
[22] is dedicated to (Λ-) vacuum spacetimes and can be
easily adapted to our needs. The difference betweenHartle’s
framework and our approach is only on the level of ansatz on
metric perturbation form and they are physically equivalent
within the range of applicability of Hartle’s framework.

We find that [22] provides a very powerful tool for dealing
with nonlinear perturbations. Although in the present article
we describe perturbation analysis only up to the third order,
we solved Einstein equations up to the sixth order to
calculate the Kretschmann scalar and we think it’s possible
to go further if needed.
The paper is organized as follows: in Secs. II–IV we

provide preliminaries, in Sec. V we discuss the matching, in
Sec. VI we expand the Kerr metric, in Secs. VII and VIII we
solve interior Einstein equations and try to match interior
and exterior metrics and in Sec. IX we summarize and
discuss our calculations.

II. BACKGROUND SOLUTION

As a background, we take the ultracompact gravastar
model [13]. In static coordinates (t, r, u, φ), where
u ¼ cos θ, its metric is given by:

ḡ ¼ fðrÞdt2 þ 1

hðrÞ dr
2 þ r2

�
du2

1 − u2
þ ð1 − u2Þdφ2

�
;

ð1Þ
where

fðrÞ ¼
(

1
4

�
1 − r2

4M2

�
r ≤ R;

1 − 2M
r r > R;

ð2Þ

hðrÞ ¼
�
1 − r2

4M2 r ≤ R;

1 − 2M
r r > R:

ð3Þ

An induced metric is continuous across the (null) matching
surface r ¼ 2M. There is a nonzero stress-energy tensor
induced on this shell, see [13] for the details. The exterior
metric is a solution to vacuum Einstein equations and the
interior metric is a solution to Einstein equations with a*mieszko.rutkowski@doctoral.uj.edu.pl
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cosmological constant Λ ¼ 3
4M2. Both interior and exterior

metrics are singular at r ¼ 2M. To keep them regular, also
in higher perturbation orders, we use Eddington–
Finkelstein (EF) coordinates (v, r, u, φ). Interior metric
in EF coordinates reads:

ḡ ¼ 1

4

�
1 −

r2

4M2

�
dv2 þ drdv

þ r2
�

du2

1 − u2
þ ð1 − u2Þdφ2

�
: ð4Þ

and exterior metric in EF coordinates reads:

ḡ¼
�
1−

2M
r

�
dv2þ2drdvþr2

�
du2

1−u2
þð1−u2Þdφ2

�
:

ð5Þ
III. POLAR EXPANSION

In a spherically symmetric background, in 3þ 1 dimen-
sions, vector and tensor components split into two sectors:
polar and axial (for the details see e.g., [23–27]).
Symmetric tensors have 7 polar and 3 axial components.
Below we list the expansion of the components of sym-
metric tensors in axial symmetry (Pl denotes the lth
Legendre polynomial). In the polar sector we have:

Sabðr; uÞ ¼
X
0≤l

SlabðrÞPlðuÞ; a; b ¼ v; r; ð6Þ

Sauðr; uÞ ¼ −
X
1≤l

SlauðrÞ∂uPlðuÞ; a ¼ v; r; ð7Þ

1

2

�
ð1 − u2ÞSuuðr; uÞ þ

Sφφðr; uÞ
ð1 − u2Þ

�
¼

X
0≤l

SlþðrÞPlðuÞ;

ð8Þ

1

2

�
ð1 − u2ÞSuuðr; uÞ −

Sφφðr; uÞ
ð1 − u2Þ

�

¼
X
2≤l

Sl−ðrÞð−lðlþ 1ÞPlðuÞ þ 2u∂uPlðuÞÞ: ð9Þ

In the axial sector we have:

Saφðr; uÞ ¼
X
1≤l

SlaφðrÞð−1þ u2Þ∂uPlðuÞ; a ¼ v; r;

ð10Þ

Suφðr; uÞ ¼
X
2≤l

SluφðrÞðlðlþ 1ÞPlðuÞ − 2u∂uPlðuÞÞ:

ð11Þ

IV. METRIC PERTURBATIONS

We assume that there exists an exact, stationary and
axially symmetric solution to Einstein equations, which we
expand into series in a parameter a (which will be an
angular momentum per unit mass of a an exterior metric)
around the static metric (2):

gμν ¼ ḡμν þ
X∞
i¼1

ai

i!
ðiÞhμν ð12Þ

After perturbation expansion we polar–expand metric
perturbations according to (6)–(11). Thus, apart from the
perturbation index i, all perturbations gain an index l
corresponding to the lth Legendre polynomial.
For axial perturbations we take:

ðiÞhl ¼

0
BBBBBB@

0 0 0 ðiÞhlvφðrÞð−1þ u2Þ∂uPlðuÞ
0 0 0 ðiÞhlrφðrÞð−1þ u2Þ∂uPlðuÞ
0 0 0 0

ðiÞhlvφðrÞð−1þ u2Þ∂uPlðuÞ ðiÞhlrφðrÞð−1þ u2Þ∂uPlðuÞ 0 0

1
CCCCCCA
: ð13Þ

Using the gauge freedom, we set ðiÞhluφðrÞ ¼ 0, what corresponds to the Regge-Wheeler (RW) gauge.
For the polar perturbations we take:

ðiÞhl ¼

0
BBBBBB@

ðiÞhlvvðrÞPlðuÞ ðiÞhlvrðrÞPlðuÞ 0 0

ðiÞhlvrðrÞPlðuÞ ðiÞhlrrðrÞPlðuÞ 0 0

0 0 ðiÞhlþðrÞ PlðuÞ
1−u2 0

0 0 0 ðiÞhlþðrÞð1 − u2ÞPlðuÞ

1
CCCCCCA
: ð14Þ
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Using the gauge freedom, we set ðiÞhlru ¼ ðiÞhlvu ¼
ðiÞhl− ¼ 0, what also corresponds to the RW gauge.
Note that in [18] there are no ðiÞhlvr and ðiÞhlrφ coefficients
in the metric ansatz. This fact arises from the fact that
Hartle uses static coordinates. For EF coordinates in the
background both ðiÞhlvr and ðiÞhlrφ turn out to be nonzero in
most cases.
In the interior, we solve perturbation Einstein equations

with a cosmological constant Λ ¼ 3
4M2. For a given order i

and a given multipole l, they have the following form:

δðiÞGlμν þ
3

4M2
ðiÞhlμν ¼ ðiÞSlμν; ð15Þ

where δðiÞGlμν denotes the components of the Einstein
tensor expansion built of metric perturbations of order i.
ðiÞSμν denotes a source for the ith order Einstein equations
consisting of metric perturbations of orders lower that i. We
provide an explicit form of Eqs. (15) in the Appendix A.

V. MATCHING INTERIOR WITH EXTERIOR

Wematch the exterior metric with the interior metric on a
three-dimensional hypersurface located at r� ¼ r�b , where

“þ” and “−” stand for exterior and interior, respectively.
From the first Israel junction condition ([28,29]) we
demand the continuity of the induced metric at the match-
ing hypersurface:

½½gab�� ¼ 0; ð16Þ

where ½½E�� ¼ Eþðrþb Þ − E−ðr−b Þ. Following [11], we intro-
duce intrinsic coordinates on the three-dimensional hyper-
surface: ya ¼ ðV;U;ΦÞ. Then we express interior and
exterior coordinates x�μ on a hypersurface in terms of ya:

x−μjr−b ¼ ðA−V; r−b ðUÞ; F−ðUÞ;ΦÞ; ð17Þ

xþμjrþb ¼ ðAþV; rþb ðUÞ; FþðUÞ;ΦÞ; ð18Þ

where r�b ðUÞ ¼ 2M þ a2

M2 η�ðUÞ þOða4Þ, F�ðUÞ ¼ Uþ
a2

M2 λ�ðUÞ þOða4Þ. We expand η� into η�ðUÞ ¼ η�0 þ
η�2 P2ðUÞ.
The metric induced on this hypersurface is given by:

g�ab ¼

0
BB@

ðA�Þ2g�vv A�g�vrr�b
0ðUÞ þA�g�vuF�0ðUÞ A�g�vφ

A�g�vrr�b
0ðUÞ þA�g�vuF�0ðUÞ ðF�0ðUÞÞ2g�uu þ ðr�b 0ðUÞÞ2g�rr þ 2F�0ðUÞr�b 0ðUÞg�ru F�0ðUÞg�uφ þ r�b

0ðUÞg�rφ
A�g�vφ F�0ðUÞg�uφ þ r�b

0ðUÞg�rφ g�φφ

1
CCA:

ð19Þ

Using the freedom of choice of coordinates V, U,Φ, we set
FþðUÞ ¼ U and Aþ ¼ 1 (see, e.g., [10]). For simplicity,
we denote A− ¼ A.
The location of the matching hypersurface is not known

a priori and η�ðUÞ and λ−ðUÞ are unknown functions that
need to be found. Our procedure of matching interior and
exterior metrics for a given perturbation order is the
following:
(1) We solve perturbation Einstein equations for the

interior. These solutions contain two constants per l
in every perturbation order, but most of these
constants need to be set to zero to keep the
Kretschmann scalar expansion regular at r ¼ 0
and r ¼ 2M. However, this is not straightforward
to apply, because in our case the singularities in the
expansion of the Kretschmann scalar occur in higher
perturbation orders than the singularities of the
metric itself (in the opposition to the exterior case,
e.g., Raposo et al. [30]). Therefore, to settle con-
stants in the third order, we solved Einstein equa-
tions up to the sixth perturbation order to study

behavior of the Kretschmann scalar. Since these
expressions are too long to be listed in this paper, we
make them available in the Mathematica note-
book [31].

(2) We act with the general gauge transformation on the
interior metric, and then we solve matching con-
ditions (16) for constants arising from Einstein
equations, for η�ðUÞ, λðUÞ, and for gauge compo-
nents. Finding a proper gauge is a part of the
matching problem and using the result of Bruni
et al. [32], we are able to control the impact of the
gauge from the lower perturbation order on the
metric functions in the higher perturbation order.

(3) If the matching is successful, we go to the higher
perturbation order.

The second junction condition tells about the energy
content of the matching hypersurface—already in the
background solution there is a thin shell located at r ¼
2M (since this is a null hypersurface, second junction
condition needs to be modified, see [29,13] for the details).
However, in the next sections we show that even the first
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junction condition is not possible to fulfill, therefore we do
not find it necessary to discuss second junction condition
at all.

VI. KERR METRIC EXPANSION

As an exterior metric, we take the Kerr solution. In the
advanced EF coordinates it reads:

ds2 ¼ −
�
1 −

2Mr
a2u2 þ r2

�
dv2 þ 2dvdrþ a2u2 þ r2

1 − u2
du2 þ ð1 − u2Þ

�
2a2Mrð1 − u2Þ

a2u2 þ r2
þ a2 þ r2

�
dφ2

þ 4aMrð1 − u2Þ
a2u2 þ r2

dvdφþ 2að1 − u2Þdrdφ: ð20Þ

Since we solve the interior equations in RW gauge, we prefer to use the Kerr metric in RW gauge as well. To do this, we
expand (20) into series in a up to the 3rd order, and then act with the gauge transformations (B1)–(B3) to move to the RW
gauge. Finally, we obtain:

ds2 ¼ −
��

1 −
2M
r

�
−
a2Mðu2ð6M2 −Mr − 3r2Þ − 2M2 þMrþ r2Þ

r5

�
dv2

þ
�
2a2Mð1 − 3u2Þ

r3

�
dr2 þ

�
r2

1 − u2
þ a2Mð3u2 − 1Þð2M þ rÞ

r2ðu2 − 1Þ
�
du2

þ
�
r2ð1 − u2Þ þ a2Mðu2 − 1Þð3u2 − 1Þð2M þ rÞ

r2

�
dφ2

þ 2

�
1þ a2Mð3u2 − 1ÞðM þ rÞ

r4

�
dvdrþ 2

�
a3Mð1 − u2Þð5u2 − 1Þð9M þ 5rÞ

5r4

�
drdφ

þ 2

�
2aMð1 − u2Þ

r
−
a3Mðu2 − 1ÞðM2ð6u2 − 2Þ þMðr − 5ru2Þ þ r2ð1 − 5u2ÞÞ

r5

�
dvdφþOða4Þ; ð21Þ

For simplicity, we omit “þ” and “−” coordinate superscripts and use them only when it is necessary to differentiate the
interior from the exterior. We expand (21) into series in a. Below we list nonzero components of this expansion after the
polar decomposition.

ð1Þhþ1vφ ¼ − 2M
r ;

ð2Þhþ0vv ¼ 4M2

3r4 ;

ð2Þhþ2vv ¼ 4Mð6M2 −Mr− 3r2Þ
3r5

;

ð2Þhþ2vr ¼ 4MðMþ rÞ
r4 ;

ð2Þhþ2rr ¼ − 8M
r3 ;

ð2Þhþ2þ ¼ − 4Mð2Mþ rÞ
r2 ;

ð3Þhþ1vφ ¼ 24M3

5r5
;

ð3Þhþ3vφ ¼ 4Mð− 6M2 þ 5Mrþ 5r2Þ
5r5

;

ð3Þhþ
3rφ ¼ − 4Mð9Mþ 5rÞ

5r4 :

ð22Þ

VII. INTERIOR SOLUTION

A. The first order

1. Axial l= 1

For l ¼ 1 there is no huφ component and we can use the
remaining gauge freedom to set ð1Þh−1rφ ¼ 0. Linearized
Einstein equation are homogeneous (A1)–(A3) and yield:

ð1Þh−1vφ ¼ Ω11r2 þ
Π11

r
ð23Þ

where Ω11 and Π11 are arbitrary constants. We set Π11 ¼ 0
to make the Kretschmann scalar expansion regular at r ¼ 0,
therefore we are left with ð1Þh−1vφ ¼ Ω11r2. It turns out that
this solution is a pure gauge, but we will discuss it later.

B. The second order

1. Polar l= 0

For l ¼ 0 there are no h−, hvu, hru components in the
polar decomposition and we have an additional gauge
freedom, which we use to set ð2Þh−0vr, ð2Þh−0þ to zero.
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The only nonzero variables left are ð2Þh−0vv and ð2Þh−0rr.
Solution to Einstein equations (A4)–(A10) with l ¼ 0 and
with sources (A13)–(A15) reads:

ð2Þh−0vv ¼
4r2Ω2

11

3
−
c20ðr2 − 4M2Þ

64M4
þ d20

r
; ð24Þ

ð2Þh−0rr ¼
c20

r2 − 4M2
: ð25Þ

where c20 and d20 are arbitrary constants. This solution is
singular at r ¼ 0 and r ¼ 2M. To avoid singularity
in the Kretschmann scalar expansion at r ¼ 0, we
set d20 ¼ 0. Singularity at r ¼ 2M can be removed
using a transformation generated by a gauge vector
ð2Þξ0 (ð2Þξ0v ¼ c20ððr2−4M2Þtanh−1ð r

2MÞþ2MrÞ
64M3 , ð2Þξ0r¼ c20tanh−1ð r

2MÞ
8M ,

ð2Þξ0u¼0, ð2Þξ0φ ¼ 0), what yields:

ð2Þh−0vv ¼
4r2Ω2

11

3
þ c20
16M2

; ð26Þ

ð2Þh−0vr ¼ 0; ð27Þ

ð2Þh−0rr ¼ 0; ð28Þ

ð2Þh−0þ ¼ c20r2

4M2
: ð29Þ

2. Polar l= 2

Solution to Einstein equations (A4)–(A10) with l ¼ 2
and with sources (A16)–(A19) reads:

ð2Þh−2vv ¼
ðr2 − 4M2Þ2

128M4
ð2Þh−2rr −

4

3
r2Ω2

11; ð30Þ

ð2Þh−2vr ¼ −
1

4

�
1 −

r2

4M2

�
ð2Þh−2rr; ð31Þ

ð2Þh−2rr ¼
c22

16M4r3
þ d22ð3ðr2 − 4M2Þ2coth−1ð2Mr Þ þ 2Mrð5r2 − 12M2ÞÞ

32M3r3ðr2 − 4M2Þ2 ; ð32Þ

ð2Þh−2þ ¼ c22ð4M2 þ r2Þ
128M6r

þ d22ð3Mð4M2 þ r2Þcoth−1ð2Mr Þ − 2rð3M2 þ r2ÞÞ
256M6r

; ð33Þ

where c22 and d22 are arbitrary constants. To avoid
singularity in the Kretschmann scalar expansion at r ¼ 0
and r ¼ 2M we need to set c22 ¼ 0, d22 ¼ 0, what yields:

ð2Þh−2vv ¼ −
4

3
r2Ω2

11; ð34Þ

ð2Þh−2vr ¼ 0; ð35Þ

ð2Þh−2rr ¼ 0; ð36Þ

ð2Þh−2þ ¼ 0: ð37Þ

C. The third order

1. Axial l= 1

The solution to Einstein equations (A1)–(A3) with l ¼ 1
reads:

ð3Þh−1vφ ¼ Ω31r2 þ
Π31

r
: ð38Þ

To avoid singularity in the Kretschmann scalar expansion at
r ¼ 0, we set Π31 ¼ 0.

2. Axial l= 3

Solution to Einstein equations (A1)–(A3) with l ¼ 3
reads:

ð3Þh−3vφ ¼ ðr2 − 4M2Þ
r3

Π33 þ
ð−120M4rþ 20M2r3 þ 60ð4M5 −M3r2Þcoth−1ð2Mr Þ þ r5Þ

3r3
Ω33; ð39Þ

ð3Þh−3rφ ¼ 8M2

r3
Π33 þ

8M2ðrð−120M4þ20M2r2þr4Þ
r2−4M2 − 60M3coth−1ð2Mr ÞÞ

3r3
Ω33; ð40Þ
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where Ω33 and Π33 are arbitrary constants. Singularities at
r ¼ 0 and r ¼ 2M lead to the singularity in the Kretsch-
mann scalar expansion, therefore Ω33 ¼ 0, Π33 ¼ 0.

VIII. MATCHING

A. First order

Before matching, we act with the general gauge trans-
formation on the interior metric. Although we consider
stationary metrics, we take gauge vectors that depend on v
coordinate. It might happen that acting with gauge vectors
depending on v explicitly, we obtain metric independent of
v (we discuss such a case in Sec. IX). From the matching
conditions (16) we have:

ð1Þhþ1vφð2MÞ
A

− ð1Þh−1vφð2MÞ ¼ −∂v
ð1Þξ1φðv; 2MÞ; ð41Þ

To keep transformed metric v-independent, we use (B4)
and (B5) and obtain a condition:

ð1Þξ1φ ¼ q11vr2 þ ð1Þγ1φðrÞ; ð42Þ

where q11 is an arbitrary constant and γ1 is an arbitrary
function of r. From (41) we obtain:

Ω11 ¼ −
1

4AM2
þ q11: ð43Þ

B. Second order

We act with the most general second order gauge
transformation (B1)–(B2) on the interior metric. To keep
transformed metric v-indepedent, we use (B7)–(B13) and
obtain conditions:

ð2Þξ0v ¼ −4M2fq20vþ ð2Þγ0vðrÞ; ð44Þ

ð2Þξ0r ¼ 8M2q20vþ ð2Þγ0rðrÞ; ð45Þ

ð2Þξ2v ¼ ð2Þγ2vðrÞ; ð46Þ

ð2Þξ2r ¼ ð2Þγ2rðrÞ; ð47Þ

ð2Þξ2u ¼ ð2Þγ2uðrÞ; ð48Þ

where q20 is an arbitrary constant and ðiÞγlμ are functions
of r.
Matching conditions (16) yield:

ð2Þhþ0vvð2MÞ − A2ð2Þh−0vvð2MÞ ¼ A2η−0 þ 2ηþ0
2M3

þ 16

3
A2M2q11ðq11 − 2Ω11Þ þ

A2

2M
ð2Þγ0vð2MÞ; ð49Þ

ð2Þhþ2vvð2MÞ − A2ð2Þh−2vvð2MÞ ¼ A2η−2 þ 2ηþ2
2M3

−
16

3
A2M2q11ðq11 − 2Ω11Þ þ

A2

2M
ð2Þγ2vð2MÞ; ð50Þ

2ηþ2 − η−2A ¼ AM2ð2Þγ2vð2MÞ; ð51Þ

½½ð2Þh0þð2MÞ�� ¼ −
8ðηþ0 − η−0 Þ

M
þ 8λ0ðUÞ þ 8Mð2Þγ0vð2MÞ;

ð52Þ

½½ð2Þh2þð2MÞ�� ¼ −
8ðηþ2 − η−2 Þ

M
þ 8Mð2Þγ2vð2MÞ − 6ð2Þγ2uð2MÞ; ð53Þ

½½ð2Þh2−ð2MÞ�� ¼ ð2Þγ2uð2MÞþ 16UλðUÞþ 8ð1−U2Þλ0ðUÞ
3ðU2− 1Þ2 :

ð54Þ

After plugging solutions to perturbation equations into
(49)–(54), we obtain:

η−0− ¼ −M2ð2Þγ0vð2MÞ − 4MU
3

λ1 −
M
8
c20 −

M
6

−
1

4
Mð3U2 − 1Þð2Þγ2uð2MÞ; ð55Þ

η−2 ¼ −
M
3
−M2ð2Þγ2vð2MÞ þ 1

2
Mð2Þγ2uð2MÞ; ð56Þ

ηþ0 ¼ −
M
6
þ 2λ1MU

3
þ 1

8
Mð3U2 − 1Þð2Þγ2uð2MÞ; ð57Þ

ηþ2 ¼ M
6
−
1

4
Mð2Þγ2uð2MÞ; ð58Þ

A ¼ −1; ð59Þ

λðUÞ ¼ λ1ðU2 − 1Þ þ 3

8
UðU2 − 1Þð2Þγ2uð2MÞ: ð60Þ

MIESZKO RUTKOWSKI and ANDRZEJ ROSTWOROWSKI PHYS. REV. D 104, 084041 (2021)

084041-6



where λ1 is an arbitrary constant. To keep η−0 independent of
U, we have to set λ1 ¼ 0 and ð2Þγ2uð2MÞ ¼ 0, what leads to:

η−0− ¼ −M2ð2Þγ0vð2MÞ −M
8
c20 −

M
6
; ð61Þ

η−2 ¼ −
M
3
−M2ð2Þγ2vð2MÞ; ð62Þ

ηþ0 ¼ −
M
6
; ð63Þ

ηþ2 ¼ M
6
; ð64Þ

A ¼ −1; ð65Þ

λðUÞ ¼ 0; ð66Þ

ð2Þγ2uð2MÞ ¼ 0: ð67Þ

C. Third order

Again, we act with the most general third order gauge
transformation (B1)–(B3) on the interior metric. To keep
transformed metric v-indepedent, we use (B4)–(B6) and
obtain conditions:

ð3Þξ1φ ¼ q31r2vþ ð3Þγ1φðrÞ; ð68Þ
ð3Þξ3φ ¼ ð3Þγ3φðrÞ; ð69Þ

where q31 is an arbitrary constant and ðiÞγlμ are functions of
r. Using (43) and (61)–(67), third order matching con-
ditions (16) yield:

ð3Þhþ1vφð2MÞ − Að3Þh−1vφð2MÞ ¼ 3ð5c20 þ 8Þ
20M2

þ 3c20q11 − 192M4q11q20 þM24ðq31 − 12q20Þ; ð70Þ

ð3Þhþ3vφð2MÞ − Að3Þh−3vφð2MÞ ¼ 3

10M2
; ð71Þ

5M2ð3Þξ3;φð2MÞ ¼ 6ð2Þγ2rð2MÞð4M2q11 þ 1Þ þ 2ð3Mð2Þγ2vð2MÞ þ 1ÞðMð1Þγ01φð2MÞ − ð1Þγ1φð2MÞÞ: ð72Þ

Condition (72) can be fulfilled just by setting all the
gauge components to zero. Setting ξ2u ¼ 0 and plugging
(38)–(40) into (70), we obtain:

Ω31 ¼
9

80M4
þ q31 þ

3ð4M2q11 þ 1Þðc20 − 64M4q20Þ
16M4

:

ð73Þ
However, (71) does not have any free parameters and it
cannot be fulfilled (we obtain contradiction − 3

10M2 ¼ 0).

That makes impossible to match interior with exterior in the
third order.

IX. DISCUSSION AND SUMMARY

Although we found the matching impossible, it is
interesting to know what is the interior solution we
obtained. The regular interior solution up to the third order
reads:

ds2 ¼

0
BBBBBBBBB@

− 1
4

�
1 − r2

4M2

�
þ a2

�
c20

32M2 þ r2ð1 − u2ÞΩ2
11

�
1
2

0 1
6
ar2ðu2 − 1Þð6Ω11 þ a2Ω31Þ

1
2

0 0 0

0 0 r2

1−u2 þ a2c20r2

8M2ð1−u2Þ 0

1
6
ar2ðu2 − 1Þð6Ω11 þ a2Ω31Þ 0 0 r2ð1 − u2Þ þ a2c20r2ð1−u2Þ

8M2

1
CCCCCCCCCA
: ð74Þ

It turns out that this is an exact solution to Einstein
equations—a gauge–transformed de Sitter space. To see
this, let us take the gauge vector with components:

ð1Þξ1 ¼ ð0; 0; 0; r2Ω11vÞ; ð75Þ

ð2Þξ0 ¼
�
−

c20r
16M2

þ c20ðr2 − 4M2Þ
128M4

v;
c20v
16M2

; 0; 0

�
; ð76Þ

ð2Þξ2 ¼ ð0; 0; 0; 0Þ; ð77Þ
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ð3Þξ1 ¼
�
0; 0; 0;

�
r2Ω13 −

3c20r2Ω11

8M2

�
v

�
; ð78Þ

ð3Þξ3 ¼ ð0; 0; 0; 0Þ: ð79Þ

Acting with those vectors on (74) (using formulas (B1)–
(B3), we obtain

ds2 ¼

0
BBBBBBBB@

− 1
4

�
1 − r2

4M2

�
1
2

0 0

1
2

0 0 0

0 0 r2

1−u2 0

0 0 0 −r2ðu2 − 1Þ

1
CCCCCCCCA
; ð80Þ

what is exactly the background de Sitter metric, so all
perturbations we obtained are a pure gauge. One can ask, if
allowing for a change in the background density does not
affect this result, but the answer is no. We repeated the
calculation allowing for the perturbations of density and
pressure (within the equation of state p ¼ −ρ), but they do
not change the conclusions.
We would also like to comment on a recent article [33]

that concerns the same problem as our work. Authors of
[33] use Hartle formalism to match the rotating gravastar
with the Kerr black hole up to the second perturbation
order. They succeed to do that (as we do in the second
order), but there are two main differences between our
approaches. The first difference is the choice of the
matching surface. We do not fix the matching surface
and we treat it as a variable to be found. Authors of [33] fix
the matching surface to be the horizon of the Kerr black
hole. It seems to be contradictory to our results, because we
do not have a freedom to perform matching on the horizon,
but there comes the second difference between our papers.
We dismiss solutions which produce singularities both at
r ¼ 0 and at r ¼ 2M, whereas authors of [33] allow for the
solutions which have a singularity at r ¼ 0 in the second
perturbation order. Because of that, they have additional
freedom in the interior solution and they are able to match it
with Kerr on the horizon. The justification they make for
allowing such a singular solution is the possibility that the
singularity is not real, but it appears as an artefact of the
perturbative expansion. This argument touches the sensitive
point of the perturbative expansion. It may happen that a
function which is not singular at some point, in this case at
r ¼ 0, has singular expansion coefficients when expanded
in the perturbation parameter (see Summary and Discussion
in [33]). Authors of [33] do not determine whether such a
scenario is the origin of the singularity they allow for. On
the other hand, we cannot exclude that the singular terms in

the Kretschmann scalar that we put to zero are such
artificial singularities. If this is the case and if we did
not set c22 ¼ 0, we would be able to match solutions in the
third order. Unfortunately, this ambiguity seems to be an
inherent limitation of the perturbation theory.
To sum up, we made an attempt to match the ultra-

compact rotating gravastar with the Kerr metric using the
nonlinear perturbation theory. The solution we choose is a
general solution to the perturbation equations around a
static gravastar that does not produce the singularities in the
Kretschmann scalar expansion. Although the matching can
be performed up to the second order, in the third order it is
is no longer possible. What is more, the interior of the
ultracompact rotating gravastar is just the de Sitter metric.
Since some of the proposed sources of the Kerr metric are
based on the second perturbation order calculations, we
find it necessary to check if these results survive at the
higher perturbation orders.
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APPENDIX A: EINSTEIN EQUATIONS

Einstein equations (15) of order i divide into two parts:
the homogeneous part δGlμν consisting of metric pertur-
bations of order i and sources ðiÞSlμν consisting of metric
perturbations of orders j (j < i). These equations need to
be solved order by order: after solving Einstein equations
up to order i one can construct explicit form of iþ 1 order
source.

1. Homogeneous part

In the axial sector in the RW gauge, there are two
nonzero variables: ðiÞhlvφ and ðiÞhlrφ (for simplicity, we
omit i and l indices in formulas (A1)–(A10)).
Homogeneous part of Einstein equations reads (where
we introduce Eμν ¼ δGμν þ 3

4M2 hμν):

2i!r2Evφ ¼ ð2f þ lðlþ 1Þ − 2Þhvφ − r2fh00vφ; ðA1Þ

2i!r2Erφ¼2r2h00vφ−4hvφþðlðlþ1Þ−2Þhrφ; ðA2Þ

2i!Euφ ¼ fh0rφ þ 2h0vφ þ f0hrφ: ðA3Þ

In the polar sector in the RW gauge, there are four
nonzero variables: ðiÞhlvv, ðiÞhlvr, ðiÞhlrr, ðiÞhlþ.
Homogeneous part of Einstein equations reads:
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8i!r4Evv ¼ 2f3r3h0rr þ 8f2r3h0vr − 2f2r2h00þ þ 4fr2ð2rf0 þ 2f þ lðlþ 1ÞÞhvr
þ fð2rf0 þ lðlþ 1Þ − 2Þhþ þ frð2f − rf0Þh0þ þ f2r2ð4rf0 þ 2f þ lðlþ 1ÞÞhrr
þ 4r2ð2f þ lðlþ 1ÞÞhvv þ 8fr3h0vv; ðA4Þ

4i!r4Evr ¼ −2f2r3h0rr þ ð−2rf0 − lðlþ 1Þ þ 2Þhþ − fr2ð4rf0 þ 2f þ lðlþ 1ÞÞhrr
− 2r2ð4rf0 þ 4f þ lðlþ 1ÞÞhvr þ rðrf0 − 2fÞh0þ − 8fr3h0vr þ 2fr2h00þ
− 8r3h0vv − 8r2hvv; ðA5Þ

2i!r4Err ¼ r2ð2rf0 þ lðlþ 1ÞÞhrr þ 2fr3h0rr þ 8r3h0vr − 2r2h00þ þ 4rh0þ − 4hþ; ðA6Þ

2i!Evu ¼ hvrf0 þ fh0vr þ 2h0vv; ðA7Þ

4i!r3Eru ¼ r2ðrf0 þ 2fÞhrr − 4r3h0vr þ 8r2hvr − 2rh0þ þ 4hþ; ðA8Þ

4i!r2Eþ ¼ − 4r2ð4rf0 þ 4f þ lðlþ 1Þ − 4Þhvr − fr3ðrf0 þ 2fÞh0rr − 4r3ðrf0 þ 2fÞh0vr
þ 2rðrf0 − 2fÞh0þ þ 4ðf − rf0Þhþ − r2ð4f2 þ fð6rf0 þ lðlþ 1Þ − 4Þ þ r2f02Þhrr
þ 2fr2h00þ − 8r4h00vv − 16r3h0vv; ðA9Þ

4i!E− ¼ fhrr þ 4hvr: ðA10Þ

2. Sources

Below we list the nonzero components of sources for
Einstein equations. Sources for the ith order perturbation
equations can be found in the following way (see, e.g.,
appendix A of [34]). Let us assume that we already know
the solution to perturbation Einstein equations up to the ith
order (it consists of metric perturbations ðjÞhμν with j ≤ i):

g̃μν ¼ ḡμν þ
Xi

j¼1

X
l

ðjÞhlμν
aj

j!
: ðA11Þ

Using this solution we can calculate the Einstein tensor
Gμνðg̃Þ, which satisfies the ith order perturbation equations
and contributes to the iþ 1th (and higher) order perturba-
tion equations. Finally, the source of the order iþ 1 is
given by:

ðiþ1ÞSμν ¼ ½iþ 1�ð−Gμνðg̃ÞÞ; ðA12Þ

where ½k� ð� � �Þ denotes the kth order expansion of a given
quantity. Although in most cases expressions for the
sources ðiþ1ÞSμν are complicated, their construction is a
purely algebraic task and can be easily performed using
computer algebra. Below we list nonzero components of ith
order sources in terms of explicit solutions ðjÞhμν found for
lower orders.

The source for the second order:

ð2ÞS0vv ¼ 4

�
1 −

r2

4M2

�
Ω2

11; ðA13Þ

ð2ÞS0vr ¼ −8Ω2
11; ðA14Þ

ð2ÞS0þ ¼ −16Ω2
11; ðA15Þ

ð2ÞS2vv ¼
�
r2

M2
− 8

�
Ω2

11; ðA16Þ

ð2ÞS2vr ¼ 8Ω2
11; ðA17Þ

ð2ÞS2vu ¼
8

3
rΩ2

11; ðA18Þ

ð2ÞS2þ ¼ 16r2Ω2
11: ðA19Þ

The sources for the third order are zero.

APPENDIX B: GAUGE TRANSFORMATIONS

Consider a gauge transformation induced by a gauge
vector ξ ¼ P∞

i¼0
ai
i!
ðiÞξ. According to [32], metric perturba-

tions transform in the following way:

ð1Þhμν → ð1Þhμν þ £ð1Þξḡμν; ðB1Þ
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ð2Þhμν → ð2Þhμν þ ð£ð2Þξ þ £2ð1ÞξÞḡμν þ 2£ð1Þξ
ð1Þhμν; ðB2Þ

ð3Þhμν → ð3Þhμν þ ð£3ð1Þξ þ 3£ð1Þξ£ð2Þξ þ £ð3ÞξÞḡμν
þ 3ð£2ð1Þξ þ £ð2ÞξÞð1Þhμν þ 3£ð1Þξ

ð2Þhμν; ðB3Þ

where £ðiÞξ denotes a Lie derivative with respect to ðiÞξ.
An explicit form of (B1)–(B3) for a gauge vector of order

i acting on a metric components of order i reads (for clarity,
we omit i indices, dots and primes correspond to derivatives
with respect to v and r, respectively):

hlvφ → hlvφ − _ξφ; ðB4Þ

hlrφ → hlrφ þ
2ξφ
r

− ξ0φ; ðB5Þ

hluφ → hluφ þ ξφ; ðB6Þ

hlvv → hlvv −
1

4
ðfξr þ 2ξvÞf0 þ 2_ξv; ðB7Þ

hlvr → hlvr þ
1

2
f0ξr þ ξ0v þ _ξr; ðB8Þ

hlrr → hlrr þ 2ξ0r; ðB9Þ

hlþ → hlþ þ 2rfξr − lðlþ 1Þξu þ 4rξv; ðB10Þ

hl− → hl− − ξu; ðB11Þ

hlvu → hlvu − ξv − _ξu; ðB12Þ

hlru → hlru − ξr þ
2

r
ξu − ξ0u: ðB13Þ
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