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## Abstract

The following work is devoted to hyperon studies performed within the scope of the FAIR Phase0 program by the HADES collaboration. The thesis is divided into three main parts: an introduction to the detector and a description of the analysis method, analysis of the data collected during two
 planned for a beam kinetic energy of 4.5 GeV .

The analysis presented in this thesis is focused on a $\Lambda(1520) \rightarrow \Lambda^{0} \pi^{+} \pi^{-}$inclusive reconstruction. A signal channel was successfully reconstructed in both datasets. The measured cross section value for the $\mathrm{pp} @ 3.5 \mathrm{GeV}$ experiment $\sigma_{\mathrm{pp} \rightarrow \Lambda(1520) X}=7.1 \pm_{\text {stat }} 1.1_{-2.14}^{+0.0} \mu \mathrm{~b}$ corresponds well with values available in the literature for an exclusive channel. An analysis performed for a $\mathrm{pNb} @ 3.5 \mathrm{GeV}$ dataset provided a production cross section as well, although it relies strongly on a model-dependent extrapolation to full angular coverage $\sigma_{\Lambda(1520) X}^{\mathrm{pNb}}=4.97 \pm_{\text {stat }} 0.45 \pm_{2.53}^{3.58} \mathrm{mb}$. Despite this limitation both analyses can be compared in the detector acceptance. Such comparison has shown that $\Lambda(1520)$ 's angular distribution in both experiments differs significantly, which suggests strong $\Lambda(1520)$ stopping in nuclear medium.

The studies of the hyperon's decays described in this thesis are extended by the simulation of Dalitz decays ( $N^{*} \rightarrow N \mathrm{e}^{+} \mathrm{e}^{-}$) planned for the pp@4.5 GeV experiment. The simulation estimates expected count rates for the following decays: $\Lambda(1520) \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}, \Lambda(1520) \rightarrow \pi^{+} \pi^{-}$and $\Sigma(1385)^{0} \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$, predicted for the pp@4.5 GeV experiment. The simulation includes new HADES components, which have been mounted last year, like: an upgraded RICH detector and a completely new forward detector.

## Streszczenie

Niniejsza praca składa się z trzech głównych części. Rozdziały od 1. do 3. zawierają informacje wstępne, opis detektora i podstawowych technik zastosowanych podczas analizy danych ze szczególnym objasnieniem metod uczenia maszynowego. W rozdziałach 4. i 5. opisana została analiza danych zebranych podczas dwóch eksperymentów przeprowadzonych przez HADES: pp@3.5 GeV i pNb@ 3.5 GeV . Rozdział 6 . opisuje symulacje wykonane celem przygotowania HADESu do eksperymentu pp@4.5 GeV, który odbył się na przełomie lutego i marca 2022 roku.

Przeprowadzona analiza pozwoliła na pierwszy pomiar rozpadów hiperonu $\Lambda(1520)$ w kanał $\Lambda^{0} \pi^{+} \pi^{-}$dla eksperymentów pp i pNb. Poprzednie pomiary tego kanału rozpadu zostały wykonane podczas ekesperymentów formacyjnych z udziałem wiązki kaonowej. Dla eksperymentu z tarczą protonową wyznaczono całkowity, inkluzywny przekrój czynny $\sigma_{\mathrm{pp} \rightarrow \Lambda(1520) X}=$ $7.1 \pm_{\text {stat }} 1.1_{-2.14}^{+0.0} \mu \mathrm{~b}$. Aby ekstrapolowac do pełnego kąta bryłowego wyniki uzyskane dla tarczy z niobu konieczne było wykożystanie dodatkowych założeń na temat mechanizmu produkcji, w związku z czym $\sigma_{\Lambda(1520) X}^{\mathrm{pNb}}=4.97 \pm_{\text {stat }} 0.45 \pm_{2.53}^{3.58} \mathrm{mb}$ obarczony jest dużym błędem ekstrapolacji. Zebrane dane pozwoliły na bezpośrednie porównanie kinematyki produkcji $\Lambda(1520)$ w akceptancji HADESu pomiędzy oboma analizowanymi zestawami danych.

Drógim celem niniejszej pracy było zbadanie możliwości pomiaru rozpadów Dalitza hiperonów $Y^{*} \rightarrow Y \mathrm{e}^{+} \mathrm{e}^{-}$. Rozwój akceleratora SIS18 pozwala na uzyskanie wiązki protonowej o maksymalnej energii 4.5 GeV , dla której zostały przeprowadzone symulacje reakcji $\Lambda(1405) \rightarrow$ $\Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-} \Lambda(1520) \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-} \mathrm{i} \Sigma(1385)^{0} \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$. Ponadto sporzadzono listę kanałów tła oraz oszacowano ich przekroje czynne dla reakcji pp@4.5 GeV. Pozwoliło to oszacować spodziewaną liczbe zliczeń dla każdej z badanych reakcji i przetestować metody rekonstrukcji sygnału z udziałem nowych, wydajniejszych sytemóæ detektora HADES.
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## Chapter 1

## Introduction

The history of particle physics is a fascinating journey towards the smallest, the most principle elements of the Universe. Starting from the memorable Rutheford experiment in 1909 [1-3] to more recent discoveries of the Higss boson [4, 5] and mysterious the $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ states [6, 7] at the beginning of XXIst century. Throughout this entire journey there were many attempts to point out which particles are really elementary, and classify them. Nowadays, knowledge about elementary particles is collected in a theory called the Standard Model (SM) which describes almost all known particles and interactions between them.

According to the Standard Model we can divide elementary particles into three groups: leptons and quarks, the basic bricks of the universe, and force-carrying bosons. In contrast with leptons, quarks can not exist in nature as free particles. This phenomenon called "confinement" is still not fully understood. Nonetheless, as a result of confinement, we can observe quarks only in bound states: mesons and baryons. Mesons have a baryonic number equal to 0 and mostly consist of two quarks. However such exotic objects like glueballs or tetraquarks are also classified as mesons. Baryons are characterized by the baryonic number different from 0 . The most abundantly observed in nature consist of three quarks, but there are rare objects, like pentaquarks, that also belong to this group.

The quark model proposed by Gell-Mann and Zweig in 1964 [ 8,9$]$ describes well a hierarchy of baryonic and mesonic ground states. However, to describe the origin of a particle's properties like mass or spin, and to predict excited states, a theory including dynamics of quarks is required. Interactions between quarks are dominated by the strong force. Its description, given by Quantum Chromo Dynamics (QCD), is very demanding and depends on energy scale. In the high energy regime asymptotic freedom allows the QCD equation to be solved by a series expansion (so called perturbative QCD), but at low energies this approximation cannot be used. For example, in calculations of excited hadronic states two approaches are currently applied: phenomenological potential quark models, or lattice calculations. Especially the high-mass baryonic spectrum is poorly understood (many states predicted by quark models are missing) and is a subject of intense investigations by experiments and theory. [10].

### 1.1 Hadrons and quark model

The quark model, developed in the 60 s , was a driving force of hadronic physics in the XXth century. It describes most of the ground baryonic states very well. For example: using constituent (effective) quark masses, interaction between quarks via magnetic moments (hyperfine splitting) and the coulomb interactions, masses of baryons are described to a precision better than $1 \%$ [11].

Also, magnetic moments of baryon ground states are reasonably well predicted by phenomenological quark models. The model's predictions and the current experimental values are summarized in Tab. 1.1. It appears that the measured values differ from the theoretical by no more than $28 \%$ (for $\Xi^{-}$) and for non-strange and single strange baryons the agreement is better than $10 \%$. It is very significant that in the case of baryons composed of light quarks the biggest deviation from the quark model is observed for strange baryons. 1.1

| Barion | $\mu_{\text {predicted }}\left[\mu_{N}\right][11]$ | $\mu_{\text {measured }}\left[\mu_{N}\right][12]$ |
| :---: | :---: | :---: |
| p | 2.79 | 2.793 |
| n | -1.86 | -1.913 |
| $\Lambda^{0}$ | -0.58 | $-0.613 \pm 0.004$ |
| $\Sigma^{+}$ | 2.68 | $2.458 \pm 0.010$ |
| $\Sigma^{0}$ | 0.82 | - |
| $\Sigma^{-}$ | -1.05 | $1.160 \pm 0.025$ |
| $\Xi^{0}$ | -1.40 | $-1.250 \pm 0.014$ |
| $\Xi^{-}$ | -0.47 | $-0.6507 \pm 0.0025$ |

Table 1.1: Magnetic moments for baryons, predictions given by the quark model and experimental results. Uncertainty for the proton and neutron are negligibly small.

Quark models work especially well for heavy mesons, like $\psi(c \bar{c})$ or $v(b \bar{b})$ where a simple potential and non-relativistic approach can be used. The potential can be nicely introduced in analogy to positronium - a system composed of a $\mathrm{e}^{+} \mathrm{e}^{-}$pair. The potential is usually written as:

$$
\begin{equation*}
V=-\frac{k_{1}}{r}+k_{2} r \tag{1.1}
\end{equation*}
$$

with the first term describing color charge interactions (analogous to the Coulomb force) and the second term being responsible for confinement and starting to dominate with increasing distance between quarks. Including hyperfine interactions, the potential leads to a spectrum very similar to that measured for positronium, which supports the hypothesis of a simple quark-antiquark structure of those mesons. The comparison is presented in Fig. 1.1.

Despite the indisputable successes of the quark model, hadron mass spectra, especially for excited states and recently discovered exotic states, sill requires a lot of studies and a much more advanced model to explain it in all details. This motivates studies of more complex models that introduce additional effects, with special emphasis on the confinement phenomenon. Each such model does this in a different way, which leads to different predictions for various particle properties: masses, decay widths etc.


FIGURE 1.1: Comparison between a charmonium and a positronium mass spectrum. Similarity of both shows that charmonium, built from two charm quarks, is very similar to the system composed of a positron and an electron

One group of quark models for baryons assumes that three non-interacting quarks are trapped in an infinite potential well - called a bag. This is the main assumption of the MIT bag model [13], which was invented to take into consideration the confinement phenomenon. The bag experiences a pressure that can be interpreted as vacuum pressure which is in equilibrium with the mean kinetic energy of the quarks within the bag. The model was first proposed by Bogoliubov [14] in 1967 and then re-discovered by a group of MIT researchers [15]. Those pioneering papers have started a whole family of bag models, based on the same common assumptions, but with different additional upgrades, like a soliton bag model or a chiral bag model [16]. The latter one introduces an additional, pionic degree of freedom to preserve the chiral symmetry inside the bag. The biggest achievement of the MIT Bag model was the prediction of new hadronic states and the explanation of some hadron properties using very simple and intuitive assumptions.

Other phenomenological models providing descriptions of baryons with light quarks are models including a meson cloud surrounding a quark core. Instead of bare quarks trapped in a kind of mean field potential, the meson cloud is introduced. It means that for example a nucleon wave function can be decomposed into parts connected with bare quarks and a pionic cloud. The pion cloud significantly affects predictions of baryon properties like, for example, electromagnetic form factors. Results on baryon electromagnetic transition form factors obtained in electro-scattering experiments [17] and in electromagnetic Dalitz decays [18] provide strong evidence of the important role of a pion cloud [19, 20].

There is a more fundamental approach to hadronic structure than effective quark models. Lattice QCD [21] uses the fundamental equations to solve problems with an energy scale around and below 1 GeV . In this regime the strong coupling constant $\alpha_{s} \sim 1$, is what makes a perturbation
theory unreliable. The equations are not possible to solve analytically, hence space-time is discretized and the equations of QCD are solved in a numerical way. Even so, the computational complexity is so demanding that state of the art results for light and strange baryons are not able to reconstruct the experimental mass spectrum [22]. On the other hand, for baryons containing c quarks, Lattice QCD nowadays is able to describe experimental results quite well [23]. Fast development in this field gives hope that for lighter baryons the theoretical result will be available soon.

### 1.2 Strange bosons - hyperons

Assuming that energy available in a system is below a $\mathrm{J} / \psi$ meson mass ( $3.1 \mathrm{GeV} / \mathrm{c}$ ) we can acknowledge that all the matter is built of three types of quarks: up, down and strange. These quark states are treated in the quark model as an irreducible representation of an SU3 flavor symmetry group. As a consequence, ground states for three-quark systems have been predicted by the constituent quark model with $\mathrm{SU}(3)$ flavor symmetry. The baryon ground states are separated into a baryon octet (with spin $1 / 2$ ) and a baryon decuplet (with spin 3/2). All baryons containing light and/or strange quarks and no heavier ones are called hyperons. The states predicted by this model are presented in 1.2 in the two-dimensional representation spanned by the third component of isospin- $I_{3}$ and strangeness- $S$. One of this model's successes was the prediction of an $\Omega$ baryon before its discovery in 1961 [24].

$\mathrm{S}=3 / 2 \quad(\uparrow \uparrow \uparrow)$
Spin w.f symmetric

$\mathrm{S}=1 / 2(\uparrow \uparrow \downarrow, \ldots)$
Spin w.f mixed-sym.

Figure 1.2: The "eightfold way" proposed by Gell-Mann and Neyman in 1961 to classify baryonic states. At a publication moment they classified all known baryons except the $\Omega^{-}$, which wasn't known. Its discovery in 1964 [24] was a great success of the quark model.

The quark model is very successful in its description of the baryonic ground states and their static properties. In the case of the hyperon, these are: the magnetic moments and the masses. However, it gives no clue about excited states and quark dynamics inside a particle. Because lattice QCD is still not able to correctly reproduce the mass spectrum for baryons consisting of light quarks [22], the hyperons spectrum is calculated using effective theories [10, 25]. Despite a huge theoretical and experimental effort theoretical predictions and experimental data for the mass spectrum are
still far away from agreement. An example of such a comparison is presented in fig. 1.3. The most significant difference between theoretical and experimental results is the lack of high-mass resonance stated in the experimental spectra.


Figure 1.3: The comparison of experimental data of $\Lambda$ hyperons with different spin and parities. In each column masses of known states (middle column) and theoretical predictions (left, and right column) of relativistic covariant constituent quark models are displayed. The picture shows how limited our experimental knowledge is, as compared to theoretical predictions. The picture is taken from [10]

The internal structure of hyperons can be studied using its decays. Decay widths for radiative decays of excited hyperons to ground states $Y^{*} \rightarrow Y \gamma$ are especially sensitive and observables and models' predictions differ a lot on this point. The recent compilation of the respective results is summarized in the paper [26]. The Fig. 1.4 contains a condensed summary of model predictions and experimental data. It can be noticed that differences in decay widths between models and data can reach even two orders of magnitude and also that data are sparse.

The HADES detector, thanks to its powerful particle identification and tracking capabilities is able to operate in heavy-ion and proton induced collisions. It has provided a set of very interesting, comparative measurements in the hyperon sector. Results from proton-proton experiments contain cross section measurements of cross sections for exclusive channels with $\Lambda^{0}$ [27, 28], $\Lambda(1405)$ [29], $\Lambda(1520)$ [29, 30], $\Sigma^{0}$ [28], $\Sigma^{+}$[29], $\Sigma^{-}$[29] and $\Sigma^{+}(1385)$ [31]. Measurements of the exclusive channels are complemented by studies of inclusive cross sections for $\Lambda^{0}$ production [32]. All these results have been used for background estimation for inclusive $\Lambda$ (1520) production, described in chapter 4 , and simulations of projections for future experiments described in chapter 6 and published in [33].


Figure 1.4: The decay with for hyperon radiative decays predicted by different models. All values are in KeV . The picture is taken from [26].

The experiment performed with $\mathrm{p}+\mathrm{Nb}$ collisions and with a beam kinetic energy of 3.5 GeV provided results which allow comparing proton-proton collisions with proton-nucleus systems. Results on such comparisons for $\Lambda^{0}$ and $\Sigma^{0}$ production are published in [39]. Studies of $\Lambda^{0}$ polarization [40] and momentum correlations of $p$ and $\Lambda^{0}$ are published in [41, 42]. Results of the latter have allowed for studies of effective interaction potentials between protons and $\Lambda^{0} \mathrm{~s}$.

Another important HADES result in the hyperon sector is related to the observation of an enhanced production of cascade hyperons $\Xi^{-}(1322)$ in $\mathrm{Ar}+\mathrm{KCl}$ collisions at 1.76 AGeV (well below the kinematic threshold in free proton-proton collisions). The measured production multiplicity overshoots any theoretical prediction by more than an order of magnitude and, surprisingly, was also established in $\mathrm{p}+\mathrm{Nb}$ collisions at a higher energy of 3.5 GeV [38]. The experimental results and theoretical predictions are presented in Fig. 1.5 in terms of the $\Xi^{-}(1322) / \Lambda$ ratio. To shed more light on the hyperon production mechanism a dedicated reference measurement of $\Xi^{-}(1322)$ production in $\mathrm{p}+\mathrm{p}$ collisions close to the threshold has been scheduled. The projections for this experiment were published in [33]. It is expected that the new experiment will bring interesting results in the hyperon sector and allow for reconstruction of channels like: $\Xi^{-}(1322) \rightarrow \Lambda^{0} \pi^{-}$, $\Lambda(1520) \rightarrow \Lambda^{0} \pi^{+} \pi^{-}, \Lambda(1520) \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}, \Sigma(1385)^{0} \rightarrow \Sigma^{0} \mathrm{e}^{+} \mathrm{e}^{-}$or $\Sigma^{*+/-/ 0} \rightarrow \Lambda^{0} \pi^{+/-/ 0}$. An expected measurement of hyperons' Dalitz decays will be the first in world experimental result for the time-like region. The planned experiment has taken place in February/March 2022 and an analysis is ongoing.


Figure 1.5: The measured ratio between $\Xi^{-}(1322)$ and $\Lambda^{0}+\Sigma^{0}$ production yields a function of the total nucleon-nucleon energy. The filled circle represents result from pNb at 3.5 GeV and the open circle from $\mathrm{Ar}+\mathrm{KCl}$ collisions. Other open markers represent data for heavy ion collisions measured at LHC (cross), RHIC (stars), SPS (triangles) and AGS (squares). The filled cross depicts a $\mathrm{p}+\mathrm{p}$ experiment at LHC, while the filled triangles represent $\mathrm{p}+\mathrm{A}$ reactions at DESY (triangles pointed downward) and SPS (triangles pointed upward). The solid line displays an empirical parametrization of the world data points. The asterisk, diamond, and filled stars display different theoretical models: THERMUS [34], the GBUU [35] and the URQMD [36, 37]. The HADES results are presented in the insert, as a function of energy above the nucleon-nucleon production threshold and overshoot any model prediction by at least one order of magnitude. The picture is taken from [38].

### 1.3 Form factors

E. Rutherford's experiment with scattering of $\alpha$ particles on gold foil revealed the internal charge distribution in atoms [3]. In a similar way, various experiments using electron scattering on nucleons have provided, till today, detailed information about partons, constituents of nucleons. In more general terms, the inner structure of composite objects, like baryons, is described by a function (or set of functions if the spin degree of freedom is included) called a form factor $\mathrm{F}(\mathrm{q})$. It depends on the four-momentum transfer (q) between a projectile (electron) and a target. In the most simple case of interactions between electric charges, the respective differential scattering cross section can be written as

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\left(\frac{d \sigma}{d \Omega}\right)_{\text {point-like }}|F(\vec{q})|^{2} \tag{1.2}
\end{equation*}
$$

The form factor $F(q)$ describes the charge density distribution inside the target and accounts for the "composite" structure of the particle in the scattering process involving a photon exchange. As long as the target is static and spin-less the form factor has the form of the Fourier Transform of the charge density of the target,

$$
\begin{equation*}
F(\vec{q})=\int \rho(\vec{x}) e^{i \vec{q} \cdot \vec{x}} d^{3} x \tag{1.3}
\end{equation*}
$$

Practically, this relation is a good approximation in the case that the target is much heavier than the projectile, like in Rutherford's experiment [1]. In the case of an electron scattering on a particle with non-zero spin and not negligible recoil effects, the situation is more complicated. For example, in the case already discussed of electron-proton scattering the formula (called the Rosenbluth formula) looks as follows

$$
\begin{equation*}
\left.\frac{d \sigma}{d \Omega}\right|_{l a b}=\left(\frac{\alpha^{2}}{4 E^{2} \sin ^{4} \frac{\theta}{2}}\right) \frac{E^{\prime}}{E}\left[\left(F_{1}\left(q^{2}\right)^{2}-\frac{\kappa^{2} q^{2}}{4 M^{2}} F_{2}\left(q^{2}\right)^{2}\right) \cos ^{2} \frac{\theta}{2}-\frac{q^{2}}{2 M^{2}}\left(F_{1}\left(q^{2}\right)+\kappa F_{2}\left(q^{2}\right)\right)^{2} \sin ^{2} \frac{\theta}{2}\right] \tag{1.4}
\end{equation*}
$$

where $F_{1}\left(q^{2}\right)$ and $F_{2}\left(q^{2}\right)$ are two independent form factors, $\kappa$ - an anomalous magnetic moment, $q$ a four-momentum transfer.

The factor

$$
\begin{equation*}
\frac{E^{\prime}}{E}=\frac{1}{1+\frac{2 E}{M} \sin ^{2} \frac{\theta}{2}} \tag{1.5}
\end{equation*}
$$

is connected with the proton recoil. The functions $F_{1}$ and $F_{2}$ form an interference term, so to avoid that it is convenient to express them as a linear combination of two other form factors: $G_{E}$ (electric) and $G_{M}$ (magnetic-describing magnetic moment distributions) .

$$
\begin{gather*}
G_{E}=F_{1}+\frac{\kappa q^{2}}{4 M^{2}} F_{2}  \tag{1.6}\\
G_{M}=F_{1}+\kappa F_{2} \tag{1.7}
\end{gather*}
$$

Which leads to the equation

$$
\begin{equation*}
\left.\frac{d \sigma}{d \Omega}\right|_{l a b}=\left(\frac{\alpha^{2}}{4 E^{2} \sin ^{4} \frac{\theta}{2}}\right) \frac{E^{\prime}}{E}\left(\frac{G_{E}^{2}+\tau G_{M}^{2}}{1+\tau} \cos ^{2} \frac{\theta}{2}+2 \tau G_{M}^{2} \sin ^{2} \frac{\theta}{2}\right) \tag{1.8}
\end{equation*}
$$

with $\tau=\frac{-q^{2}}{4 M^{2}}>0$, where all interference terms have disappeared. Comparing this to the case of point-like particles, the form-factor modifies the angular distribution of the scattered products and takes into consideration the non-zero size of the particles.

The electromagnetic form factors included above are used for the description of elastic scattering experiments, but the idea of a scalar function, which modifies the reaction cross section may be extended to other cases, like annihilation experiments or Dalitz decays, discussed in more details below. In all these cases form factors describe the impact of a non-zero particle dimension ("compositeness") in the given tranistion process.

### 1.4 Dalitz decays

The idea of form-factors was introduced for the first time in the context of scattering experiments. A Feynman diagram for such phenomena is shown in fig. 1.6 a). For electron-proton scattering a four-momentum transfer $q^{2}$ is always negative - a projectile transfers part of its four-momentum
into the target and the momentum transfer is larger than the energy (space like region). By analogy with transformations ( $c t, \vec{x}$ ) space form factor for negative $q^{2}$ is called space-like. On the other hand, in the case of positron-electron annihilation experiments $q^{2}$ is always positive (fig.1.6 b)) and the respective form factor is defined in the time-like region. In order to produce a baryonantibaryon pair, an energy at least equal to their masses is required. It means that $q^{2}$ cannot be smaller than $4 M_{b}^{2}$. Consequently, in annihilation experiments it is not possible to measure form factors close to $q^{2}=0$, so between space- and time-like regions there is an inaccessible gap. The missing region $\left(0<q^{2}<4 M_{b}^{2}\right.$ ) can be indirectly explored by a process called a Dalitz decay (fig.1.6 c)).


Figure 1.6: Three processes involving nucleon electromagnetic form factors: a) an electronnucleon scattering, b) an electron-positron annihilation, c) a nucleon Dalitz decay.

The Dalitz decay of a baryon is a reaction in which, an excited baryonic state $\left(N^{*}\right)$ radiates a massive virtual photon $\left(\gamma^{*}\right)$ and converts to a ground state $(N)$. The virtual photon is converted into a lepton-antilepton pair. The phase space for such decays opens first for electron-positron pairs due to their smallest masses. Hence, the mass of a dilepton pair in Dalitz decay is limited by the difference in masses between the excited and the ground state. Values between 0 to few hundreds of MeV give an access to the region not accessible for annihilation experiments. Because the Dalitz decay involves an electromagnetic transition between two different baryon states, the respective electromagnetic form factor is called an electromagnetic transition Form Factor (eTFF) and involves reconfiguration of the internal structures of both states induced by the transition. To unfold pure information about the wave function of the excited state, knowledge (or assumptions) about the wave function of the ground state are necessary. A quantitative derivation of an eTFF is described in [43]. It appears that the differential decay width for a Dalitz decay is connected with a radiative decay into a real photon and an eTFF by the formula

$$
\begin{equation*}
\frac{d \Gamma\left(N^{*} \rightarrow N l^{+} l^{-}\right)}{d M_{l^{+} l^{-}}^{2} \Gamma\left(N^{*} \rightarrow N \gamma\right)}=[Q E D] \times F_{N N^{*}}^{2}\left(M_{l^{+} l^{-}}^{2}\right) \tag{1.9}
\end{equation*}
$$

where the function $F_{N N^{*}}^{2}\left(M_{l^{+} l^{-}}^{2}\right)$ is the eTFF and [QED] is the exact QCD prediction for a pointlike particle.

The HADES experiment has performed the first in world measurements of Dalitz decays for nonstrange baryons: a transition $\Delta(1232) \rightarrow$ ne $^{+} \mathrm{e}^{-}$[18]. The result is displayed in fig. 1.7 as the ratio of the measured decay yield and the QED prediction for the transition of point-like particles


Figure 1.7: Results of a $\Delta(1232) \rightarrow \mathrm{ne}^{+} \mathrm{e}^{-}$measurement. Dots represents experimental poins, when lines shows model predictions. The figure taken from [18].
as a function of the dilepton mass. A slight rise of the ratio as a function of the invariant mass is observed and attributed to the contribution of light vector mesons ( $\rho$ ), a manifestation of Vector Meson Dominance. In the meson cloud model (Ramahlo and Pena) presented in fig. 1.7 a quark core is surrounded by a pion cloud which also couples to the photon. The latter is described by a pion electromagnetic transition form-factor which is saturated by $\rho$ meson (red dashed curve) and drives rise of the ratio (red curve). On the other hand photon coupling (black) shows flat dependence.

An extension of such studies to the hyperon sector is planned for the experiment with protonproton collisions, and constitutes a part of this work (it has been published in [33]). The results obtained for $\Delta$ decay supports the hypothesis of a meson cloud model, and provides a reference for a measurement in the strange sector. Indeed, $\Sigma(1385)^{0} \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$is the SU 3 symmetry equivalent of a $\Delta^{0} \rightarrow \mathrm{ne}^{+} \mathrm{e}^{-}$or a $\Delta^{+} \rightarrow \mathrm{pe}^{+} \mathrm{e}^{-}$reaction measured by HADES [18].

One should mention that there are already some results for hyperons' form factors in annihilation measurements [44-46] and in radiative decays with real photons already shown in Fig. 1.4. This gap can be fulfilled by measurement of a transition form factor and the HADES detector is preparing for that now. A detailed description of the measurement plan is described in chapter 6.

### 1.5 Structure and medium modifications of $\Lambda$ (1520)

In the model presented by M. Kaskulov and E. Oset [47, 48] $\Lambda(1520)$ is a resonance dynamically created from the interaction between a mesonic octet and a baryonic decuplet. The Feynman diagrams which contribute to the hyperon mass and width are given by meson-baryon loops and are displayed in fig. 1.8 (marked by a blue square). It appears that the dominant contribution to the hyperon width is provided by the first diagram with $\Sigma(1385)-\pi$ interactions.

Support for this particular contribution is provided by the decay properties of $\Lambda(1520)$. Terry Mast and others [49] measured $\Lambda$ (1520) production in a reaction $\mathrm{p} K^{-} \rightarrow \Lambda(1520) \rightarrow \Lambda^{0} \pi^{+} \pi^{-}$. Statistics collected in this experiment, together with a high detector acceptance, provided by a bubble chamber, enabled a detailed partial wave analysis. The analysis showed that $\Lambda^{0} \pi+\pi^{-}$decay mode involves a $\Sigma(1385)^{0}$ as the middle stage of the investigated decay $\Lambda(1520) \rightarrow \Sigma(1385)^{+} \pi^{-} \rightarrow$ $\Lambda^{0} \pi^{+} \pi^{-}$.

An important consequence of the model is that in nuclear medium higher order contributions (red square in fig. 1.8) induce significant changes to the properties of $\Lambda$ (1520). According to the model a self-energy function $(\Sigma)$ changes with a $\Lambda(1520)$ momentum, as well as a medium density. The proper diagrams are presented in Fig. 1.9. These changes have an direct influence on $\Lambda(1520)$ properties. For example decay width is related to the self-energy by formula

$$
\begin{equation*}
\Gamma_{\Lambda}=-2 \mathfrak{I m}\left(\Sigma_{\Lambda}\right) \tag{1.10}
\end{equation*}
$$

and a real part of the self-energy is correction to the pole of resonance. In the Fig. 1.9 c ) the difference between a self energy for a particle in vacuum and in medium $(\delta \Sigma)$ is used, what directly correspond to the $\Lambda(1520)$ 's mass shift in nuclear medium. Calculations predict downward shifts of the pole mass to $\approx 1500 \mathrm{MeV}$ and a significant increase in the decay width, even up to 70 MeV at normal nuclear density. The modifications affect decay branching ratios increasing the $\Lambda(1520) \rightarrow \Lambda^{0} \pi \pi$ branching ratio from $10 \%$ up to $25 \%$. Model calculations for the hyperon production, off nucleus predicts significant absorption of the $\Lambda(1520)$ due to the increase of the decay width [47,50]. This interesting scenario requires experimental confirmation and was one of the motivations for the analysis performed by the author of this thesis.


Figure 1.8: The renormalization of $\Lambda(1520)$ in the nuclear medium. The left column shows the main graphs contributing to the $\Lambda(1520)$ self-energy in a vacuum. Others start to play a role in nuclear matter. The figure is from [47].


Figure 1.9: Theoretical predictions for $\Lambda$ (1520) modification in a medium. a) predicted decay width for particles at rest as a function of nuclear matter density. b) and c) the imaginary and the real part of the self-energy as a function of $\Lambda(1520)$ 's momentum, respectively. The picture is taken from [47].

### 1.5.1 Cascade transport model

The model presented above gives a detailed description for the behaviour of $\Lambda(1520)$ in a nuclear medium, however there isn't any calculations available which includes production mechanism and provide differential cross sections. As a first step in this direction calculation of the $\Lambda(1520)$ production cross section off nucleus without in-medium effects was done by INCL collaboration. It includes an empirical cross section parametrization of the $\Lambda(1520)$ production cross section in $p p$ which was provided by the author of this thesis.

The Liege International Cascade model [51] is a theoretical approach developed by prof. JeanChristophe David and his collaborators. It belongs to a wider family of transport codes specialized for calculation of spallation processes, with special emphasis on a coalescence phenomenon. Various reactions, starting from a pion-nucleon reaction, up to light nuclei collisions, are modeled by a series of binary collisions which involve cross sections for elementary collisions. On top of it, light clusters are produced by a dynamical phase-space coalescence algorithm. The model produces an output suitable for GEANT simulations, so it can be easily interpreted in terms of experimental quantities.

Thanks to collaboration with prof. J-C David the code was extended to include $\Lambda(1520)$ production. The production of the hyperon in nucleon-nucleon collisions is based on a cross section parametrization described in 6.2.3. This allows for a cross section estimation for pNb in the 3.5 Gev experiment,

$$
\begin{equation*}
\sigma_{p N b \rightarrow \Lambda(1520) X \text { at } 3.5 \mathrm{GeV}}^{I N C L}=1.05 \mathrm{mb} \tag{1.11}
\end{equation*}
$$

As already mentioned above in the INCL calculations no in-medium modifications of $\Lambda(1520)$ according to the model discussed above were included. However, realistic distribution of nucleon momentum in nucleus and finite state interactions of daughter particles with nucleons in the Nb nucleus are fully accounted for. For example for $\Lambda(1520) \rightarrow \Lambda^{0} \pi^{+} \pi^{-}$decay, the reconstructed invariant mass of $\Lambda(1520)$ for decays inside the nucleus broadens by $\approx 20 \mathrm{MeV}$ due to emitted pions interacting with the nuclear medium. The fraction of in-medium decays amounts only to $5.7 \%$ of all produced $\Lambda(1520)$. These predictions can be considered as a lower limit of in-medium
effects on the $\Lambda(1520)$ width reconstructed from the $\Lambda \pi^{+} \pi^{-}$channel. Furthermore, no secondary reactions of the type $N N \rightarrow N N \pi$ and $\pi N \rightarrow \Lambda(1520) K$ are included which may lead to increase of the hyperon production.

## Chapter 2

## The HADES detector

The High Acceptance Di-Electron Spectrometer (HADES) [52] is located in the GSI Helmholtzzentrum für Schwerionenforschung and operates with beams provided by the SIS18 (ger. SchwerIonen Synchrotron) synchrotron. The HADES detector was designed for measurements with heavy ion, proton and pion beams, with a special emphasis on di-electron spectroscopy. Thanks to the versatility of the SIS18 beam facility, which includes a secondary pion beam line, various kinds of experiments can be conducted: starting from pion scattering on proton, proton-proton and protonnucleus reactions and ending with heavy ion collisions. Up to now, the following experiments have been performed (beam target and kinetic beam energy are specified): $\mathrm{C}+\mathrm{C}$ at $2 \mathrm{GeV} / \mathrm{u}$, $\mathrm{p}+\mathrm{p}$ at $2.2 \mathrm{GeV}, \mathrm{Ca}+\mathrm{KCl}$ at $2 \mathrm{GeV} / \mathrm{u}, \mathrm{Ar}+\mathrm{KCl}$ at $1.765 \mathrm{GeV} / \mathrm{u}, \mathrm{p}+\mathrm{p}$ at 1.25 GeV , $\mathrm{p}+\mathrm{p}$ at $3.5 \mathrm{GeV}, \mathrm{d}+\mathrm{p}$ at $1.25 \mathrm{GeV} / \mathrm{u}, \mathrm{p}+\mathrm{Nb}$ at $3.5 \mathrm{GeV} / \mathrm{u}, \mathrm{Au}+\mathrm{Au}$ at $1.23 \mathrm{GeV} / \mathrm{u}$, $\pi^{-}+\mathrm{C}_{2} \mathrm{H}_{4}$ at $0.51-0.67 \mathrm{GeV}, \mathrm{Ag}+\mathrm{Ag}$ at $1.58 \mathrm{GeV} / \mathrm{u}$.

The detector provides almost full azimuthal angular coverage, whereas the acceptance in the polar angle used to span from $18^{\circ}$ to $80^{\circ}$. The most recent upgrade extends the detector acceptance for forward angles $\left(0.5^{\circ}-7.5^{\circ}\right)$, for more details see 2.5.1. Two sets of Multi-wire Drift Chambers (MDC) together with a superconducting toroid magnet allow for a momentum measurement with a resolution of $\frac{\Delta p}{p} \approx 2-3 \%$ and particle identification (PID) via energy loss measurement. The PID is further enhanced by high resolution Time Of Flight (TOF) detectors ( $\sigma \approx 80 \mathrm{ps}$ ), a hadron-blind Ring Imaging CHerenkov (RICH) detector and a Pre-Shower detector. The combined information from the detectors allows for an efficient $\mathrm{p} / \pi / \mathrm{K} / \mathrm{e}$ separation over a broad momentum range $0.05<$ $p<2.5 \mathrm{GeV} / \mathrm{c}$. Even though the HADES isn't a $4 \pi$ detector, thanks to its geometry it has a large acceptance, reaching $40 \%$ for pions and about $30 \%$ for dielectron pairs produced in the reactions specified above. A layout of the detector used for pp at 3.5 GeV and pNb at 3.5 GeV is presented in Fig. 2.1.


Figure 2.1: The HADES - cross section through the detector. This picture presents all subdetector systems used during pp and pNb experiments. The tracking system consists of MDC chambers and a toroidal magnetic field, RICH and Pre-Shower detectors are devoted to lepton identification. The TOF/TOFINO system is used together with the start detector to determine a particles' time of flight. The picture is taken from [52].

### 2.1 Tracking system

The tracking system used by HADES is based on four drift chambers organized in two sets. Two chambers are placed before, and the two others behind the region of the magnetic field. The first set is called the inner MDC, the second the outer MDC. Each single drift chamber has a trapezoidal shape and consists of 13 planes of wires. They create 6 independent tracking layers with rectangular drift cells formed by 2 cathodes and sense/field wire planes located in-between. The sense/field wire planes are inclined at various angles (looking from the target: $+40^{\circ},-20^{\circ}, 0^{\circ}, 0^{\circ},+20^{\circ},-40^{\circ}$ ) to achieve the best possible momentum resolutions in the given field configuration.

In between the inner- and the outer-MDC, is located the IronLess Superconducting Electron (ILSE) Magnet. It consists of six superconducting coils, which produce a toroidal magnetic field with varying strength ( $\sim 1 / r$ ), reaching 3.6 T at the maximum. The magnetic field covers only a region between the coils and there is no field in the region of the RICH and the TOF detectors (see Fig. 2.1). The maximum current in the coils amounts to 3500 A .

The magnetic field produced by the ILSE bends particles' tracks in the x-z plane (the polar angle direction). Track segments reconstructed in the inner- and the outer-MDCs form straight-line
segments that are matched together to form a complete track. A dedicated track reconstruction algorithm for this purpose was developed by the HADES collaboration. It uses numerical solutions of an equation of motion for a particle in a magnetic field by means of the Runge-Kutta method (for details see [52]).

### 2.2 Pre-Shower and META detectors

During the pp at 3.5 GeV and the pNb at 3.5 GeV experiments, the HADES META (Multiplicity Electron Trigger Array) detector was used for triggering and also for particle identification. It consisted of two separate time-of-flight walls (TOF/TOFINO) made from scintillators of different granularity. The TOF walls were accompanied by the Pre-Shower, located behind the TOFINO, for electron identification. A multiplicity measurement was performed in TOF/TOFINO for a fast first level (LVL1) trigger decision. The TOF detector, covering polar angles from $44^{\circ}$ to $88^{\circ}$, and the TOFINO, covering $18^{\circ}-45^{\circ}$, differed from each other by granulation: each TOFINO sector consisted of 4 strips/sector, whereas TOF had 8 modules/sector, each consisting of 8 rectangular strips ${ }^{1}$. They also differed by a time resolution of $\sigma_{T O F} \approx 150 \mathrm{ps}, \sigma_{\text {TOFINO }} \approx 450 \mathrm{ps}$. Each scintillator strip of the TOF detector is read out at both ends and provides the position of the particle's impact via the time difference between the signal arrival times at both ends of the detector. The position of the impact point on the TOFINO detector is defined using additional information provided by the Pre-Shower detector which has fine granularity.

The main purpose of the Pre-Shower was to enhance HADES capability for lepton identification at smaller polar angles (below $45^{\circ}$ ) where the time-of-flight method is not sufficient due to higher average pion momenta. The detector was a thin, three layer, electromagnetic pre-shower system. The detector consisted of three drift chambers equipped with a pad read-out (of varying sizes) interleaved with two led converters of 0.5 and 2 radiation lengths, respectively. The number of particles in the chambers was measured via a charge induced on the pads. In the case of leptons, the total charge collected on the pads around the track for the 2 'nd and 3'rd chambers are, on average, higher than for the 1 'st due to electromagnetic showers. For hadrons the induced charge on the pads does not change with the detector layer. The charge measurement in the Pre-Shower was used together with the information from the RICH detector in a second level lepton trigger (LVL2). Currently the Pre-Shower detector has been replaced by an electromagnetic calorimeter, described in detail in 2.5.3.

[^0]
### 2.3 RICH detector

The Ring Imaging CHerenkov detector is the main tool for $\mathrm{e}^{+} \mathrm{e}^{-}$identification in HADES. It is designed to detect leptons with momentum above $15 \mathrm{MeV} / \mathrm{c}$. The active area of the detector surrounds the target and is filled by a radiator gas $\left(\mathrm{C}_{4} \mathrm{~F}_{10}\right)$. The refractive index of the radiator defines the threshold, $\gamma_{t h r}=18$, for the Cherenkov effect. For beam energies provided by SIS18, the only particles able to exceed this threshold are electrons and positrons. Passing across the radiator they produce a cone of Cherenkov light. Then, the light is reflected by a spherical mirror and is detected as a ring on the pad plane of a photon detector, a MultiWire Proportional Chamber (MWPC) with CsI photocathode, located upstream the beam. A dedicated algorithm called "Ring Finder" (RF) [53] searches for rings with constant diameter in the patterns on fired pads. The reconstructed ring position is recalculated to the respective track direction, assuming that it originated from the target. This track direction is matched with the track reconstructed in the MDCs, within a small angular window, to assign information to the track about its leptonic character. In the next stage of the algorithm this track is spatially correlated with candidates for leptonic showers found in the Pre-Shower and/or candidates with time-of-flight measured in the TOF detectors compatible with leptons. The detector is completely "hadron blind", which means that no hadron can give a Cherenkov signal in it, but still fake signals can be produced by accidental noise patterns. In 2019, RICH was updated by a new photon detector and a readout system based on position-sensitive photomultipliers, described in more detail in the next section.

As described above, the RF algorithm bases on the ring-shape mask with constant diameter. However, the short path length in the radiator and the finite efficiency of the photon detector, between $20 \%$ and $40 \%$ [54], resulted in detection of only 10-20 photons per track, depending on the polar angle, which was the main limitation of the detector (and reason for the aforementioned upgrade). In order to increase the efficiency of the lepton identification, an alternative algorithm was developed by P.Sellheim [55]. The algorithm, called backtracking, searches for fired pads in the photon detector in locations predicted by the MDC tracks back-propagated to the RICH detector.

### 2.4 Target system

As already discussed, the HADES detector was used in experiments with many different collision systems. That versatility is accompanied by many challenges in the construction of a target. The target has to be adjusted for specific beam requirements. In this thesis two different systems are investigated: pp at 3.5 GeV and pNb at 3.5 GeV with two different targets.

### 2.4.1 Target and trigger system for pp at 3.5 GeV

A liquid hydrogen (LH2) target was used for proton-proton collisions. The hydrogen was stored in a special tank and was kept at a constant temperature of 20 K (Fig. 2.3). Its length was 50 mm and
contained $2 \cdot 10^{23} \mathrm{p} / \mathrm{cm}^{2}$, which corresponds to a total interaction probability of $0.7 \%$ for protons with kinetic energy 3.5 GeV . The beam intensity reached $10^{7}$ particles/s. For data selection, a two-level, on-line trigger scheme was applied. The first level trigger (LVL1) required at least three charged particles registered in TOF/TOFINO detectors. Moreover, to further reduce data flux, only every third LVL1 event was recorded by the DAQ system, regardless of the LVL2 decision (see below). Such events were used in the analysis of hadronic channels which do not involve leptons in the final state. During the four-week long experimental campaign $1.14 \times 10^{9} \mathrm{LVL} 1$ events were recorded in total[32]. The second level (LVL2) was chosen for di-lepton studies and based on the combined information of the lepton candidates found in: (a) the RICH detectors (ring position) and (b) the TOF and Pre-Shower detector (locations of fast particle and electromagnetic cascades, respectively)[52,56]. The latency of the trigger was fixed to $10 \mu \mathrm{~s}$. The events with positive LVL2 decisions were saved without any further down-scaling.

The pp experiment was conducted without a start detector. The time of flight for each particle was obtained from the measured differences between the recorded arrival times w.r.t the time of the LVL1 trigger, which varied from event to event. Details of the t0 (start time) reconstruction method are described in [57]. In the following studies $t 0$ was not required at all, so that information played only an auxiliary role to cross-check the PID identification method that was based only on the energy loss measured in the MDC system (see chapter 4.2 for details).


Figure 2.2: A cross section of the RICH detector. Blue lines show in a schematic way how a Cherenkov cone is projected on the pad plane. A Cherenkov signal reconstructed by the ring finder algorithm is matched with tracks reconstructed in MDC for further reconstruction.


Figure 2.3: The $\mathrm{LH}_{2}$ container used during the pp at 3.5 GeV experiment.

### 2.4.2 Target for $\mathbf{p N b}$ at $\mathbf{3 . 5} \mathbf{~ G e V}$

The $\mathrm{p}(3.5 \mathrm{GeV})+\mathrm{Nb}$ experiment was conducted with a solid state Nb -target. A beam with a kinetic energy of 3.5 GeV was delivered by the SIS 18 synchrotron and was impinging on a segmented, 12 -fold Nb target (Fig. 2.4). Each target element had a diameter equal to 1.25 mm and 0.45 mm thickness. The total target thickness corresponds to a $2.8 \%$ interaction probability. The trigger system was the same as for the pp at 3.5 GeV experiment with the LVL1 trigger based on hit multiplicity in the TOF/TOFINO detector and the LVL2 trigger was used for di-lepton studies. During the experiment, the average beam intensity was $2 \times 10^{6}$ particles/s, and $3.2 \times 10^{9}$ LVL1 events were recorded on tapes [39, 41].

### 2.5 The HADES upgrades

Currently, HADES is intensively being upgraded to face a new physics program. A brand new Electromagnetic CALorimeter $[58,59]$ and a new RICH readout system of the photon detector have been already installed and tested during a campaign with $\mathrm{Ag}+\mathrm{Ag}$ collisions. In addition a new Forward Detector [60] (FwDet) was installed in 2020. It will extend the HADES acceptance to very forward angles, between $0.6^{\circ}$ and $7^{\circ}$. One of the main reasons for FwDet development
are studies of higher mass hyperons in HADES, pioneered in this thesis. This detector will significantly enhance the acceptance for $\Lambda^{0}$ reconstruction, because the kinematics of hyperon production and their weak decay is such that a proton from the decay is emitted preferentially at small polar angles. More details on new possibilities for hyperon research opened by the FwDet are presented in chapter 6 , presenting results of the simulations performed by the author of this thesis. New detectors composed into the current HADES structure are presented in Fig. 2.5.

### 2.5.1 The Forward Detector

The main focus of the new HADES physics program with proton-proton reactions is devoted to hyperons. As mentioned above, daughter protons from weak decays are emitted at forward angles, close to the beam line. Up to now, HADES did not have a possibility to track particles emitted with a polar angle below 18 degrees. That situation is changing because of a new Forward Detector built in a collaboration between Jagiellonian University Cracow, Institut de Physique Nucléaire d'Orsay and Forschungszentrum Jülich.

The FwDet is a tracking detector consisting of two tracking stations: STS1 and STS2. The detectors utilize the same technology as the one used for the Forward Detector of the PANDA experiment also under construction at Jagiellonian University [61-63]. Each of the stations consist of a set of straw tubes filled with $\mathrm{ArCO}_{2}$ gas under a pressure of 2 bar. Thirty two straw tubes, each with a 1 cm diameter, are collected and glued together in one module. One tracking plane of STS $1 / 2$ consists of several such modules. Such a construction makes the detector self-supporting. The layout of the constructed detector is presented in Fig. 2.6. The operational voltage of 17001800 V is applied on anode wires that are located in the center of each straw, depending on the


Figure 2.4: The segmented niobium target used for the $\mathrm{p}+\mathrm{Nb}$ experiment. Niobium roundels are mounted by a tape inside a carbon tube.


Figure 2.5: Upgraded HADES detector. Parts labeled by a red font have been installed in 2019/2020 and are discussed in the following subsection.
chosen gain of front-end electronics. Under such operational conditions, the gas gain of the detector is on the order of a few times $10^{4}$ and a maximum drift time of 150 ns is achieved. The spatial resolution for a single straw, estimated from tests, is 0.13 mm [33].


Figure 2.6: Both tracking stations of the FwDet detector, left: STS1, right: STS2

In STS1, straws are organized in four double-layers aligned by an inclination $0^{\circ}, 90^{\circ}, 0^{\circ}, 90^{\circ}$. STS2 also consists of four layers, but with different inclination of the tracking planes: two of them are twisted by $45^{\circ}$. A similar solution was not possible for STS1 because of the space limitation at the location of the detector. The straw stations are complemented by a time-of-flight detector built as a Resistive Plate Counter (RPC). The detector provides a time resolution of about 80 ps .

Besides the hardware development, a dedicated track reconstruction and tracking algorithms were developed by our group. The track reconstruction is simplified because there is no magnetic field between the STS1/STS2. It means that all tracks are straight lines, and the track momentum can be reconstructed using only the time of flight measured by the RPC under assumption of the given particle mass. Since, in the energy domain of HADES, particles emitted at such low angles are mainly protons, the respective mass hypothesis is used. The reconstruction procedure using FwDet is described in more detail in 6.4.1. Details of the detector structure and prepared software are described in [33].

### 2.5.2 RICH update

Within the scope of the HADES upgrade, the RICH detector has also been modernized. An old photo-detection system based on the MWPC equipped with CsI photocathodes was replaced by a new system based on position sensitive Hamamatsu H12700 MAPMTs (Multianode Photolultiplayer Tubes). Compared to the old system the new photo-detector with PMT read-out offers a larger sensitivity range ( $6.3 \mathrm{eV}>E_{\gamma}>2.1 \mathrm{eV}$ compared to $8.6 \mathrm{eV}>E_{\gamma}>6.0 \mathrm{eV}$ ) and a $33 \%$ higher quantum efficiency [64]. Such development provides a total gain of around $180 \%$ in $\mathrm{e}^{+} \mathrm{e}^{-}$pair detection efficiency. The system was installed and successfully tested during an AgAg at 1.58 A GeV experiment [65].

### 2.5.3 Electromagnetic calorimeter

In 2018 the first four sectors of a new Electromagnetic CALorimeter, based on lead glass modules from the OPAL calorimeter [66], were commissioned. In the new experiment, planned next year, ECAL will consist of six trapezoidal sectors, similar to the other HADES sub-detector systems. ECAL replaces the Pre-Shower detector in functionality and offers photon detection in addition. It will allow for a reconstruction of neutral mesons and radiative decays of hyperons foreseen in the new measurements with proton beams. In the final configuration, all six sectors of the calorimeter will provide almost full azimuthal coverage and large acceptance in the polar angle, from $12^{\circ}$ to $45^{\circ}$ [58]. A layout of the whole ECAL, as well as a single module diagram are shown in Fig. 2.7.

One sector of the calorimeter consists of 163 modules, each of them composed of a brass envelope, a $92 \times 92 \times 420 \mathrm{~mm}$ lead-glass prism (corresponding to about 25 radiation lengths) and a photomultiplier enclosed in mu-metal shielding. A high energy photon or electron propagating through the glass produces an electromagnetic cascade. An $\mathrm{e}^{+} \mathrm{e}^{-}$pair from the cascade traveling across the lead-glass generates Cherenkov light. Next, the Cherenkov-light photons are detected by a photomultiplier attached to the end of the module. The energy resolution of the design, verified by experiment, is $\frac{\Delta E}{E}=5.5 \%$ for 1 GeV photons.


Figure 2.7: The ECAL detector: a)a single module, b)the entire apparatus. Each module consists of the following parts: 1-brass envelope, 2-lead-glass radiator, 3-photomultiplier, 4-magnetic shielding, 5 -aluminum housing for PMT. The figure is from [58].

## Chapter 3

## Neural networks

In modern particle physics experiments, data sets have become extremely multi-dimensional. Various sub-detector systems perform independent measurements which have to be combined together to separate different data classes like signal-background, leptons-hadrons, or just particle species classification. Additionally, variables are often correlated in a non-linear way. A high dimensionality and correlation makes analysis a demanding task. To make it easier, a set of semi-automatic, machine-learning methods have been developed over the last 30 years [67]. Between them, the most well-known are: decision trees (DT), boosted decision trees (BDT), support vector machines (SVM) and neural networks (NN). In contrast with classical hard-cuts, which exploit apparent differences in the distribution of variables characterizing data sets, machine learning focuses on statistical properties and more subtle correlations among data.

There are two main ways to divide all machine learning methods. Firstly: on account of solved problems: classification or regression. Models from the first group have a task to assign an input to one of the predefined classes (e.g. a pattern or image recognition). Regression models predict a numerical output value based on a given set of input variables (e.g. prediction of the price of a flat based on its properties). A second division is based on the way of training. In supervised learning, free parameters of a model are determined using so-called learning sets. In those sets the data are labeled, which means that both an input and an expected output are known. An example can be a well-known linear regression. Using known points (with both coordinates $x, y$ ) a user calculates the coefficients of a straight line. Next, the obtained function can be used for subsequent predictions: given an $x$ value the model predicts the most probable $y$ value. Unsupervised learning is based only on the data set's properties, without any "true" or absolute knowledge about data. For example, in clustering algorithms, clusters - groups of points, are classified according to the distance between them, without knowledge about the real distributions of different classes. Of course, such a simple classification of methods does not describe all possible algorithms. There are other ways of learning, called: semi-supervised, active learning, reinforcement learning and others, which do not fit unambiguously to one of the mentioned categories. Nonetheless, they have less applications to experiments in particle physics.

The scope of the following work is restricted to supervised methods devoted to classification problems. They have an essential role in signal and background discrimination.

### 3.1 Work with neural networks

In the case of a supervised classification problem, regardless of the model, the general workflow is very similar. A user has to prepare a set of labelled data points. The available data set has to be randomly divided into two independent samples: a training set (sometimes called learning) and a testing set. It is very important not to mix those two sets, otherwise the model will learn only the particular properties of the training set and will not work well with another data sample, and will not generalize - this feature is called overfitting. Parameters of the model are adjusted in an iterative way using the learning set for the adjustment of parameters and the testing set to evaluate the model's performance. After the whole training process, the model with fixed parameters can be used in a physical analysis of non-labelled data for signal-background discrimination. The whole process is graphically described in Fig. 3.1.


Figure 3.1: Data flow for training and testing of a machine-learning model. The red part of the diagram describes training and testing steps. The green part describes application of the model to data analysis. The hyper-parameters, mentioned in the picture, are kept constant during the learning process and account for a network's size or a network's architecture. It is recommended to keep some data completely separated from training/testing sets, just for a final performance evaluation. Otherwise the hyper-parameters adjustment can bias the final result.

### 3.2 The ROC curve and the optimal classifier

One of the most common problems in machine learning is a binary classification, when a data set has to be divided into two subsets, fulfilling certain requirements. An example of such a problem is the distinction between signal and background events in data collected by experiment. The goal is to have a function which takes as arguments a set of observables (eg. particles' energy,
momentum, coordinates of track vertices), represented by $\vec{x}$, and returns a single number, which represents the probability that the given $\vec{x}$ describes a signal event. More formally, a classifier can call any function

$$
\begin{equation*}
h: \vec{x} \rightarrow \mathbb{R} \tag{3.1}
\end{equation*}
$$

designed in such a way, that high $h(\vec{x})$ values correspond to predominantly signal events and low $h(\vec{x})$ values correspond to predominantly background events. In most cases, a classifier output is squeezed by an activation function to some finite range, for example from 0 to 1 . A threshold value $h(\vec{x})=c$, which is an arbitrary value, chosen by the user, separating signal and background events is called a working point. It has to be set depending on the expected signal purity and efficiency. High c values provide high signal purity, but might be associated with low efficiency, meanwhile for low c values the situation is opposite. Using the concept of the working point the signal efficiency can be formally defined as

$$
\begin{equation*}
\epsilon_{S}=\int d \vec{x} \rho_{S}(\vec{x}) \Theta(h(\vec{x})-c) \tag{3.2}
\end{equation*}
$$

and respectively the background efficiency as

$$
\begin{equation*}
\epsilon_{B}=\int d \vec{x} \rho_{B}(\vec{x}) \Theta(h(\vec{x})-c), \tag{3.3}
\end{equation*}
$$

where $\rho_{S}$ and $\rho_{B}$ are the probability distributions for the signal and the background. Of course to compute these values the probability distributions have to be known, which is an exceptionally rare situation. Mostly it is estimated by a finite sample of labeled data.

The questions which have to be addressed are as follows: how to represent the classifier's performance, how to compare two or more different classifiers and how to choose a proper working point in a given physical problem.

During World War II, British engineers faced a similar problem related to the identification of German aircraft by means of radar signals. With increasing radar sensitivity, the chance to detect an enemy aircraft increases. However, the chance that the signal is a fake, caused by birds or other circumstances, also increases. To represent this relation, the so-called ROC (Receiver Operating Characteristic) curve was invented. One axis represents a true positive rate or detection efficiency while the second axis shows background reduction. Each point on the curve represents a workingpoint for the given classifier (see Fig. 3.2). Comparison of two different classifiers at one working point may be insufficient. It may happen that a function works perfectly for high-purity, lowefficiency tasks, but is not the optimal solution for tasks when a user wants to preserve as many signal events as possible. In order to get valuable information about which classifier is better, one has to compare them for all possible working points. Graphically, it can be represented by comparison of the respective ROC curves. In total, the classification with the largest area under the ROC is considered to be the best on average. For fully separable sets the area encircled by the optimal classifier is equal to 1 .


Figure 3.2: Examples of an ROC curve. It represents classifier performance. In the case of an ideal classifier the area under the curve is equal 1 , which means that for each working point all background events are rejected and none of signal is lost. For the given example, the most optimal results are given by a multi-layer perceptron (MLP) and a boosted decision tree (BDT). The picture comes from [68]

The concept of "optimal classifier" can also be precisely defined. The classifier can be called optimal when

$$
\begin{equation*}
\forall_{h^{\prime}} \forall_{\epsilon_{S}} \epsilon_{B}^{h_{\text {optimal }}}\left(\epsilon_{S}\right) \leqslant \epsilon_{B}^{h^{\prime}}\left(\epsilon_{S}\right) \tag{3.4}
\end{equation*}
$$

Where $\epsilon_{S}$ and $\epsilon_{B}$ are the signal and the background efficiencies, respectively. It means that for any signal efficiency from range 0 to 1 the optimal classifier reduces more background than any other.

The definition can also be interpreted by means of an ROC diagram; the ROC line for the optimal classifier lies higher, encircling a bigger area than any other line. In the case of completely separable sets of data, the area under the curve for an optimal classifier is always equal 1.

### 3.3 The data-driven approach

The original paper by Metodiev, Nachman and Thaler [69] explains the idea of a data-driven method in detail. This method is applied by the author in the analysis of weak $\Lambda^{0}$ decays presented in this thesis. It replaced a set of geometrical hard-cuts, previously used in HADES to separate the displaced vertex of a hyperon decay from the primary reaction vertex.

In the supervised machine learning method, a model learns its properties using sets of labeled data. However, the provision of an ideal training data sample with labeled signal and background events is always a challenge. In order to do this, one can use either experimental data, labeled by a user based on other analysis methods, or alternatively a Monte Carlo simulation. In the first case the user uses his domain knowledge about the data to classify it. In the second case the user relies
fully on simulation. In the first scenario one faces the problem of how to label data in a unique and correct manner. Even if the user is able to label the data, the labeling could be systematically biased by a lack of knowledge or misunderstanding of the detector. As a matter of fact, if the user was able to label the data by himself, ML techniques would not be necessary at all. In the second case, the user has to deal with imperfect detector simulation and/or model dependence in the signal generation. The two methods bring two main threats: either the simulation does not describe the data completely and some important effects might be missing, or the "empirical labeling" might induce some bias which is hard to estimate

The data-data driven analysis avoids the inconveniences of the two methods mentioned above. It requires neither labeling nor simulation and is based only on features of the collected data set. According to the Neyman-Pearson lemma [70], the optimal classifier (eq. 3.4) for two sets, A and $B$ is a function given by the probability density ratio

$$
\begin{equation*}
h_{o p t}^{A / B}(\vec{x})=\frac{\rho_{A}(\vec{x})}{\rho_{B}(\vec{x})} \tag{3.5}
\end{equation*}
$$

or any monotonous function of $\frac{\rho_{A}}{\rho_{B}}$. The functions $\rho_{A}$ and $\rho_{B}$ are density distributions for the set A and the set B, respectively. Assuming that the both of the sets A and B contain the signal (s) and the background (b) events, but with different $\frac{s}{b}$ ratio, equation (3.5) can be written in the following way

$$
\begin{equation*}
h_{o p t}^{A / B}=\frac{f_{1} \rho_{s}+\left(1-f_{1}\right) \rho_{b}}{f_{2} \rho_{s}+\left(1-f_{2}\right) \rho_{b}}=\frac{f_{1} \rho_{s} / \rho_{b}+1-f_{1}}{f_{2} \rho_{s} / \rho_{b}+1-f_{2}}=\frac{f_{1} h_{o p t}^{s / b}+1-f_{1}}{f_{2} h_{o p t}^{s / b}+1-f_{2}}, \tag{3.6}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ for sets A and B are any numbers from range 0 to 1 and $f_{1} \neq f_{2}$. It can be proven that

$$
\begin{equation*}
\frac{\partial h_{o p t}^{A / B}}{\partial h_{o p t}^{s / b}}=\frac{\partial h_{o p t}^{A / B}}{\partial\left(\frac{\rho_{A}}{\rho_{B}}\right)}>0 \tag{3.7}
\end{equation*}
$$

which means that the optimal classifier for distinction between sets A and B is a monotonic function of the $\frac{\rho_{A}(\vec{x})}{\rho_{B}(\vec{x})}$ ratio and, according to the Neyman-Pearson lemma, is equivalent to the optimal classifier between the signal and the background. Hence the classifier trained to distinguish A and $B$ should also have a separation power between the signal and the background. The situation is represented graphically in Fig. 3.3. Note that both sets: A and B consist of signal and background but in different proportions. The proof works as long as $f_{1} \neq f_{2}$, which means that the signal to background ratio in both sets is different.

It is important to emphasize that this reasoning gives no clue about the optimal working points for both cases (i.e $\mathrm{A} / \mathrm{B}$ and $\mathrm{s} / \mathrm{b}$ ). Moreover, in practice, a classifier obtained in the learning process relies on estimators of $\rho_{A}$ and $\rho_{B}$ based on the limited statistics. Hence, the classifier might be less efficient than the optimal one, which leads to the conclusion that the method has to be carefully tested for experimental data. The next section shows an application of the method, an example used for analysis.


Figure 3.3: Data-driven approach visualization. According to [69] the optimal classifier for sets A and B is equivalent to the optimal classifier between sets $s$ and b , as long as the $\frac{s}{b}$ ratio in A is different than the one in B. Otherwise the sets A and B are statistically identical and no classifier can be distinguished between them.

### 3.4 Application for analysis

In the studied case of $\Lambda(1520) \rightarrow \Lambda \pi^{+} \pi^{-}$reconstruction, the data-driven approach was used to replace a set of hard cuts used before in HADES analysis [32, 40] to enhance the $\Lambda^{0}$ signal to background ratio. The aim of using a neural network was to find the best discrimination power between events originating from $\Lambda^{0}$ weak decay and all others originating from the primary vertex. Additionally minimal losses of $\Lambda^{0}$ candidates was required. The latter is important for the identification of $\Lambda(1520)$ production which, at HADES energies, is strongly suppressed w.r.t $\Lambda^{0}$ due to the reduced available phase space. Furthermore, the chosen decay channel with 2 charged pions has a small branching ratio ( $\sim 3 \%$ ) and additionally reduces the expected signal.

The selected set of observables, presented in detail in chapter 4.5, is restricted to track parameters which characterize the topology of the displayed vertex of $\Lambda \rightarrow p \pi^{-}$decay. Those observables were selected, in previous studies based on various Monte Carlo simulations, for the best discrimination power between signal and background events [32, 71].

For the training of neural networks, all events including a $\Lambda^{0}$ signal were treated as a "signal" and those without as a background. Fig. 3.4 displays two event classes A and B defined in the invariant mass of the $\mathrm{p} \pi^{-}$pair, after identification of protons and pions (details of the analysis are explained in the next chapter). This distribution was a figure of merit for the data separation into two subsets: $M_{\mathrm{p} \pi^{-}}^{i n v} \in(1015,1125)$ ("signal" with a visible $\Lambda^{0}$ peak) and $M_{\mathrm{p} \pi^{-}}^{i n v} \notin(1015,1125)$ (background). As one can see the event class "A" contains background, as well as, "signal" events, but a mixture of $\Lambda^{0} \mathrm{~s}$ and background is a feature of the data driven approach. It is also important that the ratio between the $\Lambda^{0}$ and the background in these classes (A and B in fig. 3.4) is clearly different. Using
such defined event classes numerous network architectures were tested to find the best one for $\Lambda^{0}$ reconstruction.


Figure 3.4: Distribution of a $\mathrm{p} \pi^{-}$invariant mass spectrum measured in $\mathrm{p}+\mathrm{p}$ collisions at 3.5 GeV . The whole data set was divided into two subsets: A and B, each of them is characterized by a different signal to background ratio. All tested network architectures were trained to distinguish between sets A and B and consequently to separate events containing $\Lambda^{0}$ candidates.

A learning and testing process was done within the TMVA framework implemented in ROOT [68]. Using TMVA, a user has to provide a list of input variables and a network architecture. The framework automatically prepares learning and testing sets and performs the whole learning process together with tests of the final classifier. Input variables and a detailed architecture of the network used for $\Lambda^{0}$ reconstruction are described in chapter 4.5, they are all related to the topology of the production and decay vertices. At this point one should note that: 1) input to the network contains the same information, like geometrical cuts, previously used by HADES and 2) using the chosen variables, it is not possible to reconstruct a $\mathrm{p} \pi^{-}$invariant mass. Neither the absolute value of momentum $|\vec{p}|$ nor the energy of $\Lambda^{0}$ canidates are passed to the network. It is an important feature, selected on purpose, because it allows for the use of the invariant mass spectrum as an independent observable for evaluations of the network performance. Furthermore, it also prevents the network from collapsing into a trivial solution - a $\Lambda^{0}$ mass cut on the $M_{\mathrm{p} \pi^{-}}^{i n v}$ distribution.

During the training process, the network was optimized on separate sets A and B and its performance for the $\Lambda^{0}$ reconstruction wasn't evaluated. Then the trained network was used to evaluate an output value for each event collected during the experiment. It means, in practice, that the network output - a number in range from 0 to 1 - is assigned to each reconstructed event, based on the given input variables mentioned above. Next, a cut on the network output value was applied. The $M_{\mathrm{p} \pi^{-}}^{i n v}$ spectrum created after the cut was analyzed to determine the resulting $\Lambda^{0}$ signal yield. The signal yield was obtained by a fit of the invariant mass of the proton and pion by a Gaussian,
representing the $\Lambda^{0}$ peak, and a fourth order polynomial accounting for the background. Such fits allow for calculating the signal efficiency $\frac{S}{S_{0}}$ and the background rejection $1-\frac{B}{B_{0}}$, where $S_{0}$ and $B_{0}$ are the yields of signal and background, respectively, without any cut on the neural network output ( $\mathrm{NN}_{\text {out }}>0$ - always true). Varying the cut values applied to the neural network's output, it was possible to calculate the $\Lambda^{0}$ signal efficiency from $0\left(\mathrm{NN}_{\text {output }}>1\right)$ to $1\left(\mathrm{NN}_{\text {output }}>0\right)$ . For each signal efficiency the respective background rejection efficiency was calculated. Two examples of the $p \pi^{-}$invariant mass distributions, obtained with different cuts on the network, used to calculate the signal/background efficiencies are shown in Fig. 3.5 together with the ROC curve.


Figure 3.5: Results of the neural network training obtained for the data driven approach utilizing $\Lambda^{0}$ identification. a) An example of two $\Lambda^{0}$ spectra after cuts on the network output: 0.3 and 0.6 respectively. For each cut the signal (Gaussian function) and the background (4-th order polynomial) functions were fitted. The green, vertical lines indicate the area in which the signal and background yields are calculated. b) The ROC for the final classifier. The blue curve was created during the network's training and represents a probability to distinguish between sets A and B from fig 3.4. The red dots show the $\Lambda^{0}$ reconstruction efficiency and the background reduction. Both estimated from data. The two ROCs agree within error bars.

As was mentioned above, the data driven method gives no clue about the best working point for the signal-background classifier and it has to be found using some external criteria. In fact, in the analysis the final working point was set to maximize the $\Lambda(1520)$ signal, not the signal of $\Lambda^{0}$ alone, as is described in section 4.7. However, to get a starting point the trained network was investigated to determine the relation between the network output and the $\Lambda^{0}$ efficiency. The results are presented in Fig. 3.6. The red and the green hatched histograms show the network output values for the set $\mathrm{B}\left(M_{\mathrm{p} \pi^{-}}^{i n v} \notin(1015,1125)\right)$ and the set $\mathrm{A}\left(M_{\mathrm{p} \pi^{-}}^{i n v} \in(1015,1125)\right)$ respectively. Those distributions differ only slightly, as expected from small contributions from $\Lambda^{0}$ events in set A - which is the only expected difference between A and B . The green and red dots show the efficiencies for $\Lambda^{0}$ reconstruction and the background rejection, as obtained from the fits described above. The efficiency for the signal starts to diverge from the background rejection efficiency for the NN output between 0.5 and 0.7 . This region was further investigated as a good working point in the case of $\Lambda(1520)$ reconstruction.


Figure 3.6: Response of the neural network to events collected during a pp@3.5GeV experiment. The red and a green histograms shows the network output values for the set B $\left(M_{\mathrm{p} \pi^{-}}^{i n v} \notin(1015,1125)\right)$ and the set $\mathrm{A}\left(M_{\mathrm{p} \pi^{-}}^{i n v} \in(1015,1125)\right)$ respectively. Green and red dots show the efficiencies for $\Lambda^{0}$ reconstruction and the background rejection.

## Chapter 4

## Inclusive $\Lambda(1520)$ production in proton-proton collisions

The HADES collaboration performed an experiment with proton-proton collisions at a beam kinetic energy of 3.5 GeV in September 2012. Data collected during this experiment have already allowed a series of analyses devoted to studies of various hyperon final states to be conducted [27, 29-32]. In this thesis, studies of hyperon production in proton-proton collisions are extended to a higher mass state - a $\Lambda(1520)$. It has been never studied before at this energy range. The main goal is to study inclusive production of this hyperon, close to the production threshold. The respective cross section for production is unknown and provides an important input for count rate estimates for the upcoming (in 2022) HADES experiment devoted to $\Sigma(1385)^{0}, \Lambda(1520)$ hyperon radiative decays. The planned experiment is described in more detail in chapter 6 . Moreover, in this thesis the first attempt to identify $\Lambda(1520)$ via the $\Lambda^{0} \pi^{+} \pi^{-}$decay channel in proton-proton collisions is described. It is worth mentioning that this decay channel has been identified only once, in kaon induced reactions [49]. As discussed in the introduction, this decay channel is an object of interest in the context of the $\Lambda(1520)$ internal structure which is controversially discussed as a multi-quark or dynamically created meson-hyperon state (meson-hyperon molecule) [47, 48]. In order to identify the decay channel in inclusive production, the four particle $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$final state has to be selected. This final state also allows for measurement of $\Lambda^{0} \mathrm{~K}^{0}$ inclusive production, which provides an important reference for the production cross section because it is well constrained by exclusive channels studied in previous analyses [32] .

The analyses steps described in this section are also applied to the analyses of data obtained from $\mathrm{p}-\mathrm{Nb}$ scattering with the same beam energy. Hence, a direct comparison between $\Lambda(1520)$ production in proton-proton and proton-nucleus reactions can be obtained, which is another important result of this work. The detailed description of the $\mathrm{p}-\mathrm{Nb}$ data analyses, together with a comparison between $\mathrm{p}-\mathrm{p}$ and $\mathrm{p}-\mathrm{Nb}$ data can be found in chapter 5.

### 4.1 Absolute normalization and hyperon production cross sections

The integrated luminosity for the p-p experiment had been estimated in the previous analyses using proton-proton elastic scattering [72] and is equal to

$$
\begin{equation*}
\mathcal{L}^{\text {int }}=\frac{N_{\text {elastic }}}{\sigma_{\text {elastic }}}=0.313 \mathrm{pb}^{-1} \tag{4.1}
\end{equation*}
$$

Using a full-scale simulation framework, including a realistic detector response (done by the GEANT [73]) and all reconstruction steps performed by the HADES analyses software (collected in a framework called HYDRA), Monte Carlo events for various reaction channels could be generated and analyzed. Those events allow for detailed projections and studies of the reconstruction efficiencies of the final states of interest. Combining a number of reconstructed events, $N_{\text {reco }}$, for the given channel $(X)$ estimated by the simulation, together with the integrated luminosity $\mathcal{L}^{\text {int }}$ and the known cross section $\sigma_{p p \rightarrow X}$, allows for determination of the expected count rates for the final state under study:

$$
\begin{equation*}
N_{p p \rightarrow X}^{\text {expected }}=\frac{N_{\text {reco }}}{N_{\text {simulated in } 4 \pi} \cdot 3} \cdot \sigma_{p p \rightarrow X} \cdot \mathcal{L}^{\text {int }} \tag{4.2}
\end{equation*}
$$

where $N_{\text {simulated }}$ in $4 \pi$ accounts for the total number of simulated events and the factor 3 in the denominator accounts for down-scaling of the LVL1. As already mentioned, for hadronic channels each 3rd triggered event, regardless of the LVL2 trigger decision, was saved on a tape (see section 2.4).

The same relation can be reversed and used to determine a cross section for the reaction of interest, when the number of counts from the experiment and the respective reconstruction efficiency, given by the ratio $\frac{N_{\text {reconstructed }}}{N_{\text {simulated in } 4 \pi}}$, are known.

The HADES collaboration measured many exclusive channels with $\Lambda^{0}$ in the final state from p-p reactions at 3.5 GeV [32]. Among them, there are some which contain an additional $\pi^{-} \pi^{+}$pair. Such channels should be considered as a background source for $\Lambda(1520) \rightarrow \pi^{+} \pi^{-} \Lambda^{0}$ decay. Using formula (4.2), the respective count rates for background candidates can be readily simulated. A list of reaction channels, together with the known cross sections, which are of interest for the background and the signal (exclusive production) are summarized in tab. 4.1. There are three leading background channels (3-5), characterized by the highest measured cross section, and containing both a $\Lambda^{0}$ and a $\pi^{-} \pi^{+}$pair in the final state. In all of them a $\pi^{-} \pi^{+}$pair can originate, not only from $\mathrm{K}^{0}$ decay, but can also be combined from two different sources: one pion from the $\mathrm{K}^{0}$, the second one from decays of the resonances: $\Delta^{++}$or $\left.\Sigma(1385)^{+}\right)$. It means that such background channels cannot be simply discriminated by a condition $M_{\pi^{+} \pi^{-}}^{i n v}<M_{K_{0}}$ suppressing $K_{0}$ production. All channels containing a $\mathrm{K}^{0}$ and $\Lambda^{0}(3-10)$ contribute to inclusive $\Lambda K^{0}$ production which is considered as a reference channel and is of interest for the analyses too:

$$
\begin{equation*}
\mathrm{pp} \rightarrow \Lambda^{0} \mathrm{~K}^{0} X \tag{4.3}
\end{equation*}
$$

TABLE 4.1: List of the channels including hyperons with cross sections determined in previous studies [32]. Most of the listed reactions contribute to the $\mathrm{p} \pi^{-} \pi^{+} \pi^{-} X$ final state of interest, where X is any particle. Reactions (3-5), which have the highest cross sections, were simulated as background channels for the $\Lambda(1520)$ reconstruction.

| no. | Channel | $\sigma[\mu \mathrm{b}]$ |  |
| ---: | :--- | :--- | :---: |
| 3-body reactions |  |  |  |
| 0 | $\Lambda(1520) \mathrm{pK}^{+}$ | $5.6 \pm 1.1 \pm 0.4_{1.6}^{+1.1}$ |  |
| 1 | $\Lambda^{0} \mathrm{pK}^{+}$ | $35.26 \pm 0.43_{-2.83}^{+3.55}$ |  |
| 2 | $\Sigma^{0} \mathrm{pK}^{+}$ | $16.5 \pm 20 \%$ |  |
| 3 | $\Lambda^{0} \Delta^{++} \mathrm{K}^{0}$ | $29.45 \pm 0.08_{-1.46}^{+1.67} \pm 2.06$ |  |
| 4 | $\Sigma^{0} \Delta^{++} \mathrm{K}^{0}$ | $9.26 \pm 0.05_{0.31}^{+1.41} \pm 0.65$ |  |
| 5 | $\Sigma(1385)^{+} \mathrm{pK}^{0}$ | $14.05 \pm 0.05_{-2.14}^{+1.79} \pm 1.00$ |  |
| 6 | $\Delta^{++} \Lambda(1405) \mathrm{K}^{0}$ | $5.0 \pm 20 \%$ |  |
| 7 | $\Delta^{++} \Sigma(1385)^{0} \mathrm{~K}^{0}$ | $3.5 \pm 20 \%$ |  |
| 8 | $\Delta^{+} \Sigma(1358)^{+} \mathrm{K}^{0}$ | $2.3 \pm 20 \%$ |  |
| 4 -body reactions |  |  |  |
| 9 | $\Lambda \mathrm{p} \pi^{+} \mathrm{K}^{0}$ | $2.57 \pm 0.02_{-1.98}^{+0.21} \pm 0.18$ |  |
| 10 | $\Sigma^{0} \mathrm{p} \pi^{+} \mathrm{K}^{0}$ | $1.35 \pm 0.02_{-1.35}^{+0.10} \pm 0.09$ |  |

The inclusive production of $\Lambda^{0}$-kaon pairs was used as the reference channel to verify consistency between simulation and data analyses. For this purpose, reactions 3,4 and 5 , which have the highest cross sections, were simulated as the main contributing channels (see section 4.6 for details). Since the cross section of reactions 3-5 do not fully account for the total inclusive cross section of $\mathrm{K}^{0} \Lambda^{0}$ production, it has been respectively scaled up to the sum of all known channels containing a $\Lambda^{0}$ and a $K^{0}$ in the final state (3-10) $(67 \pm 4 \mu b)$. Results obtained from reconstruction for this reference channel are described in detail in section 4.6.

### 4.2 Particle identification

The HADES detector allows for two complementary methods of particle identification. The first is based on the particles' time of flight measured in the ToF detectors and the particles' momentum measured with the tracking system. The ToF and the track length allows for calculation of the velocity in the laboratory frame, which, combining with the momentum gives access to the particles' mass, according to formula

$$
\begin{equation*}
p=\gamma \beta m \tag{4.4}
\end{equation*}
$$

The second independent method is based solely on the MDC tracking system and combines information about the particles' momentum and their respective energy loss $\left(\frac{d E}{d x}\right)$ measured by this detector. For a broad range, $0.1<\beta \gamma<1000$, a charged particle's energy loss is well described by the Boethe-Bolch formula:

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} x}=K z^{2} \frac{Z}{A \beta^{2}}\left[1 / 2 \ln \frac{2 m_{e} c^{2} \beta^{2} \gamma^{2} T_{\max }}{I^{2}}-\beta^{2}-\frac{\delta(\beta \gamma)}{2}\right] \tag{4.5}
\end{equation*}
$$

where,

$$
\begin{equation*}
\frac{K}{A}=\frac{4 \pi N_{A} r_{e}^{2} m_{e} c^{2}}{A}=0.307075 \mathrm{MeV} \mathrm{~g}^{-1} \mathrm{~cm}^{2} \tag{4.6}
\end{equation*}
$$

and $z$ is the electric charge of the particle, $I$ is the mean ionization energy of the gas mixture filling the MDC. The formula allows one to perform PID based on selections from a correlation between the energy loss observed within the MDC chambers and the particles' momentum [12].

In the case of the HADES detector, the first identification method is generally favored due to a better attainable purity. However, since a hit reconstruction in the TOFINO detector requires an additional position from the Pre-Shower, it reduces the detection efficiency, on average, by a factor of 0.8 for each detected particle. In the case of the four-particle final state discussed in this thesis, a total loss of the reconstruction efficiency caused by the reduced efficiency of TOFINO can reach $60 \%$ compared to the $\frac{d e}{d x}$ method. For that reason, the less precise PID but higher efficiency approach was used in this analyses. Another advantage of the method is that it does not require $t_{0}$ reconstruction. In this case, lack of a start detector in the described experiments was an additional simplification.

Two dimensional cuts on $\frac{d E}{d x}$ vs. momentum have been adopted and optimized from previous analyses conducted by the HADES collaboration [32, 74]. Contours used for $\pi^{-}$and $\pi^{+}$are reflected since both species differ only by the electric charge. The cuts used for the analyses are visualized in Fig. 4.1.


Figure 4.1: Cuts used for proton/pion identification defined on a correlation between the energy loss measured in MDC and the momentum. The contour for $\pi^{+}$is a mirror reflection of the $\pi^{-}$ contour. Figure from [32]

### 4.3 Event selection

Among all registered events, only those containing at least four charged particles, two positive ( p and $\pi^{+}$) and two negative $\left(\pi^{-}, \pi^{-}\right)$, were considered in the analyses. This selection also includes events with more than four detected particles, so multiple combinations of tracks per event are possible and allowed at this stage. Considering the available energy in every event, only one $\Lambda(1520)$ can be produced, but more than one four-track combination may occur; some decisions must be made to avoid double, or even triple counting of $\Lambda$ (1520) candidates per event. Fig. 4.2 shows how many tracks are reconstructed within one event after the particle identification cuts. Positively-charged (red histogram), negatively-charged (blue histogram) and all particles (green histogram) are displayed separately. An asymmetry between the distribution of the positive and the negative particles is caused by the initial charge asymmetry introduced by the initial state (two protons). In fact, the detection of two negative particles in an event implies that additional particles with a total charge +4 have to be produced. It was found that for the entire data set approximately $50 \%$ of all events contained one expected combination, consisting of two positively and two negatively charged particles. The second half provides more than one four-particle combination per event with the required charges. However, since only one four-particle combination $p \pi^{-} \pi^{+} \pi^{-}$ from the hyperon decay per event is allowed, the following selection criterion has been applied: from all possible combinations of particles in the event, the one characterized by the best sum of $\chi^{2}$ from the track reconstruction in the MDC has been chosen. The reduction in event statistics after performing the selection steps discussed above is summarized in Tab. 4.2


Figure 4.2: Probability distribution of particle multiplicities in an event for a final state which contains one proton and 3 pions (two negative, one positive track). It is visible that exactly one four track combination per event was reconstructed in only $54 \%$ cases. An asymmetry between positively (red) - and negatively (blue)-charged particles is caused by the initial state containing two protons

Additionally, the ambiguity in $\pi^{-}$association to a $\Lambda^{0}$ decay requires some selection method. From the point of view of $\Lambda(1520)$ reconstruction via four-particle invariant mass $M_{p \pi^{-} \pi^{+} \pi^{-}}^{i n v}$ a $\pi^{-}$ordering makes no difference, however for $\Lambda^{0}$ reconstruction the different origin of each of the two negative pions plays a crucial role. Fortunately, a $\Lambda^{0}$ hyperon is a very narrow state that gives natural criteria for $\pi^{-}$classification. Within the considered event hypothesis requiring a $\Lambda^{0}$ candidate, both $\pi^{-} \mathrm{s}$ were combined with a proton track and the invariant mass $\left(\mathrm{M}_{\mathrm{p} \pi^{-}}^{i n v}\right)$ was calculated. The $\pi^{-}$which gives better agreement with the $\Lambda^{0}$ pole mass (smaller $\left|M_{p \pi^{-}}^{i n v}-M_{\Lambda^{0}}\right|$ value) was treated as originating from the secondary $\Lambda^{0}$ decay vertex.

Table 4.2: Event selection steps. The table presents statistics of the data after consecutive steps of event selection

| step | Number of 4 track comb. |
| :---: | :---: |
| all 4-particle in hypothesis | $\approx 31.5 \cdot 10^{6}$ |
| after de/dx cuts | 6781970 |
| after selection of the best $\chi^{2}$ | 1917048 |

### 4.4 Reaction kinematics

For proton-proton collisions at 3.5 GeV , the total energy is 220 MeV above the production threshold for $\Lambda(1520)$ production : $\sqrt{S}_{\mathrm{pp} \text { at } 3.5 \mathrm{GeV}}-E_{\mathrm{pK}+\Lambda(1520)}^{\mathrm{thr}}=0.22 \mathrm{GeV}$. Because of the small excess energy, which allows for up to one additional pion in the final state, a dominant, and probably the only, reaction channel for $\Lambda(1520)$ production is as follows

$$
\begin{equation*}
\mathrm{pp} \rightarrow \mathrm{pK}^{+} \Lambda(1520)\left[\Lambda^{0} \pi^{+} \pi^{-}\right] \tag{4.7}
\end{equation*}
$$

In this reaction the minimal missing mass for the $\Lambda(1520)\left[\Lambda^{0} \pi^{+} \pi^{-}\right]$final state w.r.t to the protonproton system can be calculated assuming production of a proton and kaon pair at rest. Hence, it is given by a sum of p and $\mathrm{K}^{0}$ masses, $M_{\mathrm{p}}+M_{\mathrm{K}^{0}}=1432 \mathrm{MeV}$. This is a very strong kinematic constraint, which separates the signal from most of the background channels. On the other hand, the highest available missing mass at this energy is $\sqrt{S}_{p p a t 3.5 \mathrm{GeV}}-M_{\Lambda(1520)}=1657 \mathrm{MeV}$.

The missing mass spectrum for the $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$system is presented in Fig. 4.3. The experimental data (blue line) consist of two parts: a continuous spectrum and a significant bump around 1200 MeV . Due to charge and baryon conservation rules, the missing system must be characterized by a total charge of +2 and a baryon number +1 . This leads to the suggestion that the missing system is composed of p and $\pi^{+}$. Such a final state at this energy is expected to be dominated by a $\Delta^{++}$resonance formation. Indeed, simulation confirms that the peak around 1200 MeV originates from $\Delta^{++}$decaying into $\mathrm{p} \pi^{+}$. An apparent mass shift between bump position and the expected peak position for a $\Delta^{++}(1232)$, as well as the shape of the bump is explained by the ambiguity in the proton and pion assignment to $\Delta++$ in the $p \pi^{+} \pi^{-} \pi^{-}$combination. Indeed, in the reaction

$$
\begin{equation*}
\mathrm{pp} \rightarrow \Delta^{++}\left[\mathrm{p} \pi^{+}\right]\left[\mathrm{p} \pi^{-} \pi^{-} \pi^{+}\right] \tag{4.8}
\end{equation*}
$$

the two protons can be combined with $\pi^{+}$, as well as two different pions with each proton, which leads to four possible combinations per event. The selection procedure, described above, avoids double-counting and takes care of the $\pi^{-}$assignment, but does not provide unique proton and $\pi^{+}$ assignment in the $\Delta^{++}$reconstructions. Instead, it inevitably leads to mixing between the protons and pions and consequently to distortion of the $\Delta^{++}$spectrum. To illustrate this effect, the reaction (4.8) was simulated and reconstructed using the full analyses chain. Results are shown in Fig 4.3 with a green histogram displaying the missing mass from the simulation of reaction 4.8, and reconstructed in the same way as in the analyses. It is compared to the respective distribution but with proton-pion pairs originating from the $\Delta^{++}$decay (magenta histogram) and to the experimental data (blue). An empirical scaling was applied to the simulation to match the maximum of the peak. The comparison shows that the green histogram correctly describes the bump and the magenta histogram is indeed shifted to higher mass, as expected for the $\Delta(1232)$ signal.


Figure 4.3: Missing mass of the $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$system for experimental data (blue line) and simulation. A bump around 1200 MeV is clearly visible. The magenta histogram correctly represents the reconstructed $\Delta^{++}$from the simulated channel pp $\rightarrow \Delta^{++}\left[\mathrm{p} \pi^{+}\right] \mathrm{p} \pi^{-} \pi^{-} \pi^{+}$using Monte Carlo information about the origin of particles (true distribution). The green histogram shows all events reconstructed in the analyses. An apparent shift between the true and the reconstructed distributions is mainly due to wrongly assigned protons, for details see the text. Both simulation histograms were arbitrarily scaled up to have the same height as the experimental data in order to ease the comparison.

It is known that in the considered energy regime pions are dominantly produced via baryonic resonance decays [75, 76]. Hence, one can assume that the reconstructed four particle final state associated with a missing $\Delta^{++}$state can originate from decays of two higher mass resonances $R\left(\mathrm{~N}^{*}(I=1 / 2)\right.$ or $\left.\Delta^{*}(I=3 / 2)\right)$ with a total charge of +2 . A common decay mode of heavy resonances is a cascade $R \rightarrow \Delta \pi$, for example $R^{+} \rightarrow \Delta^{(++, 0)} \pi^{(-,+)} \rightarrow \mathrm{p} \pi^{+} \pi^{-}$. Hence, the
simplest channel containing $\Delta^{++}$could be as follows:

$$
\begin{equation*}
\mathrm{pp} \rightarrow R^{+} R^{+} \rightarrow \pi^{-} \Delta^{++} \pi^{-} \Delta^{++} \rightarrow \mathrm{p} \pi^{+} \pi^{-} \mathrm{p} \pi^{+} \pi^{-} \tag{4.9}
\end{equation*}
$$

Consequently, the invariant mass of $\mathrm{p} \pi^{+}$pairs should also exhibit a strong $\Delta^{++}$component correlated with a similar enhancement in the four particle missing mass $\left(M_{p \pi^{-} \pi^{+} \pi^{-}}^{m i s s}\right)$. Indeed, as it is shown in Fig. 4.4, most of the background originates from such correlated resonance production. The figure also shows that a cut on the missing mass $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{\text {miss }}>1432 \mathrm{MeV}$ removes a significant part of the background events and strongly reduces event statistics. In conclusion, the most probable background production mechanism involves two positively charged resonances $(R)$.

As already mentioned, the final state of interest, $\Lambda^{0} \pi^{+} \pi^{-}$may also be used for $\Lambda^{0} \mathrm{~K}^{0} X$ reconstruction. In this case (section 4.6) the missing mass cut must be different due to the different production threshold. The respective cut is $M_{\mathrm{p} \pi^{+} \pi^{+} \pi^{-}}^{\text {miss }}>M_{\mathrm{p}}+M_{\pi^{+}}=1077$, which is the smallest missing mass required for the final state:

$$
\begin{equation*}
\mathrm{pp} \rightarrow \Lambda^{0}\left[\mathrm{p} \pi^{-}\right] \mathrm{K}^{0}\left[\pi^{+} \pi^{-}\right] \mathrm{p} \pi^{+} \tag{4.10}
\end{equation*}
$$

This lower value for the $M_{\mathrm{p} \pi^{+} \pi^{+} \pi^{-}}^{\text {miss }}$ cut affects the data sample by a larger contamination from $\Delta^{++}$decays, which is clearly visible in Fig. 4.4. However, it still rejects a significant amount of the background and allows for the reconstruction of $\Lambda^{0} \mathrm{~K}^{0}$ pairs.

Fig. 4.4 also shows, as was already pointed out above, that most of the background is characterized by a bump around $M_{\mathrm{p} \pi^{+}}^{i n v} \simeq 1200 \mathrm{MeV}$. According to the simulations, a cut $M_{\mathrm{p} \pi^{+}}^{i n v}>1200 \mathrm{MeV}$ conserves $84 \%$ of the $\Lambda(1520)$ signal events but provides strong background reduction. Therefore, this cut has also been applied for both the pp and pNb analyses chains (but for pNb the missing mass was skipped as it can only be defined for proton-proton reaction -see discussion in chapter 5)

## $4.5 \quad \Lambda^{0}$ reconstruction

The next step of the analyses after the missing mass and invariant mass cuts, introduced above, is a reconstruction of $\Lambda^{0}$ decay in the data sample containing four particle $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$events. In the previous HADES analyses the reconstruction was based on a set of hard cuts imposed on the topology of the tracks. Their role was to increase the signal-to-background ratio, utilizing the topology of the secondary $\Lambda^{0}$ decay vertex. The $\Lambda^{0}$ resonance decays via weak interactions, so its lifetime is relatively long: $c \tau=7.89 \mathrm{~cm}$ [12]. This feature might be used to discriminate against prompt production of other channels.

As it has been discussed in Sec. 4.4 the available phase-space for $\Lambda(1520)$ production for $E_{k}=$ 3.5 GeV is very limited. The analyses of exclusive $\Lambda(1405)$ performed in [30] revealed some weak signals of $\Lambda(1520)$ with only a few events. To improve the signal yield, and also to examine inclusive $\Lambda(1520)$ production, in the following analyses a neural network was used as a replacement


Figure 4.4: Missing mass of the $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$system vs. the invariant mass of a $\mathrm{p} \pi^{+}$system. The $\Delta(1232)^{++}$state is clearly visible and correlated with another double charged $\Delta(1232)$ produced in the same event. The two red horizontal lines denote the minimal missing mass required for $\Lambda(1520)$ and $\Lambda^{0} \mathrm{~K}^{0}$ inclusive production observed in the $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$final state.
for the hard cuts used for $\Lambda^{0}$ identification. The network architecture used for $\Lambda^{0}$ reconstruction consists of 4 layers: an input layer and 3 hidden layers. The network width (number of neurons in one layer) was adjusted to account for the amount of input parameters (17), defined below (see Fig. 4.5).

The network takes as input a set of topological properties, which enhance proton-pion pairs from $\Lambda^{0}$ decay w.r.t pairs originating from the primary vertex (see Fig. 4.6)

- Distance of the closest approach between p and $\pi^{-}$tracks from a $\Lambda^{0}$ candidate
- Distance of the closest approach between $\pi^{+}$and $\pi^{-}$from a $\Lambda(1520)$ decay
- $\Lambda^{0}$ secondary (SV) vertex coordinates, reconstructed as the point of the closest approach of p and $\pi^{-}$tracks (3 scalar parameters)
- $\Lambda(1520)$ primary vertex coordinates $(\mathrm{PV})$, reconstructed as the point of the closest approach of $\pi^{+}$and $\pi^{-}$tracks ( 3 scalar parameters)
- Primary vertex coordinates, reconstructed by a tracking algorithm as the primary vertex of all tracks available in the event (3 parameters) $\left(P V_{\text {global }}\right)$
- Distance of a p track to the primary vertex (PV)
- Distance between a $\pi^{-}$track from the $\Lambda^{0}$ decay and the primary vertex (PV)
- Distance between a reconstructed $\Lambda^{0} \operatorname{track}\left(\vec{p}+\pi^{-}\right)$and the primary vertex (PV)
- Distance between a reconstructed $\Lambda^{0} \operatorname{track}\left(\vec{p}+\overrightarrow{\pi^{-}}\right)$and $P V_{\text {global }}$
- Distance between the primary (PV) and the secondary vertices (SV)
- Opening angle between the reconstructed $\Lambda^{0}$ momentum vector and a line connecting the primary $(\mathrm{PV})$ and the secondary $(\mathrm{SV})$ vertices $\left(\Lambda^{0}(1116)_{\text {ideal }}\right)$

The architecture of the network(size, amount of free parameters) was optimized by means of performance as explained in chapter 3 .

As already emphasized, the chosen parameters do not include the $\Lambda^{0}$ invariant mass. It was crucial to train the network with the vertex and track properties (vertex topology) but not the $M_{\mathrm{p} \pi^{-}}^{i n v}$, otherwise the network would select the $\mathrm{p} \pi^{-}$invariant mass cut, instead of cuts on the vertex topology. This may be understood as the network's tendency to recognize the most significant discriminant in the data set. Because $\Lambda^{0}$ is narrow, the easiest way to increase the signal to background ratio is to reject all events with $M_{\mathrm{p} \pi^{-}}^{i n v}$ different from the $\Lambda^{0}$ mass, but this trivial cut was not chosen on purpose.

The optimized neural network was able to enhance the signal to background ratio from 0.345 without any cuts on a NN output to 16 for a very restricted one. However, with such enchantments the S/B ratio statistics were reduced as well, up to approximately $30 \Lambda^{0}$ signal events, which made the $\Lambda(1520)$ reconstruction impossible. The final cut was optimized to get the best $\Lambda(1520)$ signal, not $\Lambda^{0}$ as it is presented in section 4.7. The final $\Lambda^{0}$ signal, after the cuts on the kinematics introduced in the previous section, and the neural network cut $\mathrm{NN}_{\mathrm{o}}$ ut $>0.51$ is shown in Fig 4.7. The signal


Figure 4.5: Architecture of the neural network used in the analyses. For simplicity, only connections of the first neuron from the first layer are drawn. A dense network output from each of the neurons is passed to every neuron in the next layer. The design used for $\Lambda^{0}$ reconstruction consists of 4 layers: an input layer and 3 hidden layers. The network width (number of neurons in one layer) was adjusted to refer to the amount of input parameters, to be slightly bigger ( $\mathrm{N}+6$ ), which gives 23 neurons per layer.
to background ratio is $1 / 2$ and $\approx 1000 \Lambda^{0}$ s are reconstructed. The uncorrelated background under the $\Lambda^{0}$ peak can be removed by a side-band method, described in more details below. The event sample with enriched $\Lambda^{0}$ content obtained in this way was used in the next steps of the analyses: $\Lambda(1520)$ (chapter 4.7) and associated $\Lambda^{0} \mathrm{~K}^{0}$ reconstructions (chapter 4.6).

## 4.6 $\quad \Lambda^{0} \mathrm{~K}^{0}$ reconstruction - a reference channel

Due to the conservation of strangeness, $\Lambda^{0}$ must be produced together with some anti-strange particle. The lightest candidate is the $\mathrm{K}^{0}$ meson, which consists of equal shares from $K_{S}$ and $K_{L}$ while $K_{S}$ decays with $69.2 \%$ probability into a $\pi^{+} \pi^{-}$pair [12]. For this reason a $\Lambda^{0} \mathrm{~K}^{0}$ signal is


FIGURE 4.6: A graphical representation of a decay topology.


Figure 4.7: Invariant mass distribution of $\Lambda^{0}$ candidates selected by the neural network and missing mass cut $M_{\mathrm{p} \pi^{+} \pi^{+} \pi^{-}}^{\text {miss }}>1432 \mathrm{MeV}$ and $M_{\mathrm{p} \pi^{+}}^{i n v}>1200 \mathrm{MeV}$. The presented fit allows for a S/B estimation, signal was fitted by a gaussian profile, background was modeled by 4-th order polynomial.
expected to be a significant part of the $\Lambda^{0} \pi^{+} \pi^{-}$final state and should be visible in the analyzed data set. On the other hand, the contamination from $\mathrm{K}^{0}$ decay in the $\Lambda(1520)$ background can be removed by a cut on $M_{\pi^{+} \pi^{-}}^{i n v}<411 \mathrm{MeV}=\mathrm{M}_{\Lambda(1520)}-\mathrm{M}_{\Lambda^{0}}+\frac{1}{2} \Gamma_{\Lambda(1520)}$ without reducing the $\Lambda(1520)$ signal. As already emphasized, semi-inclusive $\Lambda^{0} \mathrm{~K}^{0}$ production is an important reference channel for $\Lambda(1520)$ reconstruction.

As was already discussed above, the kinematic threshold for $\Lambda^{0} \mathrm{~K}^{0}$ associated production is different from the one for $\Lambda(1520)$ and was defined as $M_{\mathrm{p} \pi^{+} \pi^{+} \pi^{-}}^{m i s s}>1077 \mathrm{MeV}$. It corresponds to the minimal missing mass of the hyperon-kaon pair in the $\mathrm{pp} \rightarrow \mathrm{pK}^{0} \Lambda^{0} \pi^{+}$reaction with p and $\pi^{+}$produced at rest. $\Lambda^{0}$ reconstruction was performed by means of the same neural network that was used for $\Lambda(1520)$ and with the same cut value. After the network selection, two distributions were investigated: a) the $M_{\pi^{+} \pi^{-}}^{i n v}$ invariant mass for events in the $\Lambda^{0}$ mass range ( $1006<M_{\mathrm{p} \pi^{-}}^{i n v}<$ 1026 ) and b) the $\mathrm{M}_{\mathrm{p} \pi^{-}}^{i n v}$ invariant mass for the events within the $480 \mathrm{MeV}<\mathrm{M}_{\pi^{+} \pi^{-}}^{i n v}<500 \mathrm{MeV}-$ $K^{0}$ mass range.

The $\Lambda^{0}$ and $K_{S}^{0}$ signals can be clearly identified in the respective distributions presented in Fig. 4.8. The raw signal yields have been extracted by fits to the data using a Voight function, accounting for the signal, and a 4th order polynomial for the background. The signal yields have been calculated as the difference between integrals of data yields and the fitted background inside the mass windows spanned around the peak positions $\left(\Lambda^{0} \in(1100,1130), K^{0} \in(450,550)\right)$.

TABLE 4.3: Reconstruction efficiency for inclusive $\Lambda^{0} \mathrm{~K}^{0}$ production. Results were obtained from simulations of three different production channels. The quoted efficiencies include BR for the decays of a $\Lambda^{0}$ and a neutral kaon.

| reaction | $\epsilon_{\mathrm{K}^{0} \Lambda^{0} X}$ |
| :---: | :---: |
| $\mathrm{pp} \rightarrow \Delta^{++} \Lambda^{0} \mathrm{~K}^{0}$ | $8.4 \cdot 10^{-4}$ |
| $\mathrm{pp} \rightarrow \mathrm{p} \Sigma(1385)^{+} \mathrm{K}^{0}$ | $6.7 \cdot 10^{-4}$ |
| $\mathrm{pp} \rightarrow \mathrm{p} \pi^{+} \Lambda^{0} \mathrm{~K}^{0}$ | $9.4 \cdot 10^{-4}$ |

The respective inclusive cross section for the hyperon and neutral kaon production have been obtained with Eq. 4.2. The reconstruction efficiencies (which here also includes the branching ratios for the weak decays of hyperon and kaon) have been computed for three different reactions presented in Tab. 4.3. As one can see they do not change significantly, despite different final state compositions. Finally, for the estimation of the efficiency for the inclusive reconstruction, a weighted average has been used.

The results obtained from this were semi-inclusive cross sections for the $\Lambda^{0} \mathrm{~K}^{0}$ production, which amounts to:

$$
\begin{align*}
& \sigma_{\Lambda^{0} \text { associated with } \mathrm{K}^{0}}=98 \pm_{\text {stat }} 6 \pm_{\text {syst }} 15 \mu \mathrm{~b}  \tag{4.11}\\
& \sigma_{\mathrm{K}^{0} \text { associated with } \Lambda^{0}}=85 \pm_{\text {stat }} 6 \pm_{\text {syst }} 13 \mu \mathrm{~b} \tag{4.12}
\end{align*}
$$

where the systematic error was estimated from a spread in efficiencies calculated for the different exclusive channels in Tab.4.3.

It can be compared to the sum of the cross sections of exclusive channels for the associated $\Lambda^{0} \mathrm{~K}^{0}$ production, obtained from the previous analyses and listed in tab. 4.1 (positions 3-10). The respective total cross sections for the inclusive $\Lambda^{0} \mathrm{~K}^{0}$ cross section $\approx 67 \pm 4 \mu$ b is approximately $20 \%$ lower than the estimated one. However the list from Tab.4.1 does not cover all possible cases. For example, reaction channels like 4 and 5 with additional $\pi^{0}$ should be considered and may account for the observed difference.

From the performed fits, the peak positions of $K_{S}^{0}$ and $\Lambda(1520)$ have been extracted. The results are summarized in Tab. 4.4. For a neutral kaon, they show a systematic shift (of about 3 MeV ) towards lower mass as compared to the PDG value. This trend is also observed in simulations and might be attributed to the energy loss of pions in the target. The agreement for the $\Lambda^{0}$, where only one pion is involved, is better.

|  | PDG value | reconstructed in experiment | reconstructed in simulation |
| :---: | :---: | :---: | :---: |
| $\overline{\overline{M_{\Lambda^{0}}}}$ | $1115.683 \pm 0.006 \mathrm{MeV}$ | $1115.8 \pm 0.4 \mathrm{MeV}$ | $1114.5 \pm 0.2 \mathrm{MeV}$ |
| $\overline{M_{\mathrm{K}^{0}}}$ | $497.611 \pm 0.013 \mathrm{MeV}$ | $494.8 \pm 1.4 \mathrm{MeV}$ | $495.3 \pm 0.3 \mathrm{MeV}$ |

Table 4.4: Peak position for the $\Lambda^{0}$ and $\mathrm{K}_{S}^{0}$ signals measured in $\Lambda^{0} \mathrm{~K}^{0} X$ semi-inclusive production. Given errors account for fit uncertainties.


Figure 4.8: Invariant mass distributions of $p \pi^{-}$(left) and $\pi^{+} \pi^{-}$(right) pairs with prominent peaks of $\Lambda^{0}$ and $\mathrm{K}_{S}^{0}$ signals. The distributions have been obtained requesting mass windows defined around the $\mathrm{K}_{S}^{0}$ (left) and $\Lambda^{0}$ (right) peaks, see text for details. Blue points represent experimental data, solid magenta lines show the signal distributions obtained from the simulation. The signal distributions obtained from simulation and data have been fitted by Voigt functions. The cross section assumed in simulation and concluded from the data are given.

## $4.7 \quad \Lambda(1520)$ reconstruction

The neural network analyses, described above, has provided a data sample with a good S/B ratio for a $\Lambda^{0}$ signal. However, an additional set of cuts was applied in the analyses to extract a $\Lambda(1520)$ signal from the data. As a first try, a simulation of the signal channel ( $\mathrm{pp} \rightarrow \Lambda(1520)\left[\Lambda^{0} \pi^{+} \pi^{-}\right] \mathrm{pK}^{0}$ )
alone was used to find proper cuts. The following observables were found to be sufficient to get a clean $\Lambda$ (1520) signal:
i) the distance between the secondary vertex (SV) and the primary vertex (PV),
ii) the opening angle $\left(\mathrm{OA}_{\Lambda^{0}}\right)$ between the reconstructed $\Lambda^{0}$ momentum direction and the line connecting the primary and the secondary vertices (see Fig. 4.9-left).

The signal to background ratio ( $\mathrm{S} / \mathrm{B}$ ) obtained from the simulations is shown in the right panel of Fig. 4.9 as a function of the opening angle and the PV-SV distance. Based on this ratio an optimal cut value for the opening angle was found and applied in the analyses. As one can see the PV-SV distance does not provide significant rejection power. This is due to the lack of background channels in the simulation. The cut value ( $\approx 5 \mathrm{~mm}$ ) shown for the PV-SV distance was selected based on studies of the suppression of the combinatorial background originating from tracks that were not properly combined in the $\Lambda^{0}$ reconstruction. On the other hand, a cut on the opening angle ( $\mathrm{OA}<20^{\circ}$ ) contains almost the whole signal and provides good background suppression. Next, the deduced cuts were cross-checked with experimental data which are dominated by background (signal contributes only a little). $\Lambda(1520)$ significance was chosen as a quality measure for the cut selection (see sec. 4.7.1). It appeared that the cut on PV-SV distance and the OA cut optimized only on the signal simulation are also good choices for the data, which is shown in Fig. 4.9. The systematic study of how those cuts influence the $\Lambda(1520)$ signal, together with its optimization is discussed in Sec. 4.7.2.


Figure 4.9: Conditions on the PV-SV distance and the opening between the reconstructed $\Lambda^{0}$ momentum direction (blue line) and the line connecting PV and SV (dashed line) are indicated on the signal to background ratio (S/B) for the $\Lambda(1520)$ simulation (right). Simulation accounted for the $\mathrm{pp} \rightarrow \Lambda(1520)\left[\Lambda^{0} \pi^{+} \pi^{-}\right] \mathrm{pK}^{0}$ channel only. No background channels were included.

The resulting $M_{p \pi^{-} \pi^{+} \pi^{-}}^{i n v}$ distribution for events fulfilling the conditions defined above is shown in Fig. 4.11 by blue points. To remove the contamination under the $\Lambda(1520)$ peak, connected with $\Lambda^{0}$ production associated with uncorrelated pion pairs, a side-band technique was used, as explained in the next section.

### 4.7.1 Side-band analyses

The invariant mass distribution $M_{\mathrm{p} \pi^{-}}^{i n v}$ shown in Fig. 4.10 was constructed from all proton-negative pion pairs in events selected for $\Lambda(1520)$ reconstruction. However, proton-pion pairs characterized
by $M_{\mathrm{p} \pi^{-}}^{i n v} \in(1105 \mathrm{MeV}, 1125 \mathrm{MeV})$ but coming from a different source than a $\Lambda^{0}$ decay have to be rejected. They mostly originate from reactions without any hyperon production (mainly multiple pion production). The subtraction of such a background was achieved using a side-band technique. In the first step, the $\Lambda^{0}$ signal distribution has been fitted by the sum of a 4 -th order polynomial (blue line) and a Voigt function (green line) with parameters adjusted to reproduce the experimental line's shape. Because $\Lambda^{0}$ is a very narrow resonance, the $\Gamma$ had been expected to be small, and indeed the fit provides a $\Gamma$ value equal 0 MeV . The obtained value of $\sigma=4.5 \mathrm{MeV}$, can be interpreted as an experimental mass resolution and is in agreement with the one expected from simulations.


Figure 4.10: A $p \pi^{-}$invariant mass distribution obtained after cuts to enhance the $\Lambda^{0}$ signal defined on the distance between PV-SV vertices and the opening angle cut (see text for details). The data was fitted by the sum of a 4-th order polynomial (blue line) and a Voigt function (green line) with parameters adjusted to reproduce the experimental line's shape. Vertical dashed lines show side band regions and a signal region.

The side-band technique of background subtraction is based on the assumption that the kinematics of background events change slowly as a function of the invariant mass. Using this conjecture, the kinematics of the background events from the signal region can be well described by the background events from the adjacent regions. For this purpose two regions adjacent to the $\Lambda^{0}$ peak area (side-bands) were defined, as shown in figure 4.10.

The respective $M_{p \pi^{-} \pi^{+} \pi^{-}}^{i n v}$ invariant mass distributions for the signal (blue points) and the side band background (red points) regions are shown in Fig. 4.11. The background distributions were normalized to the area under the $\Lambda^{0}$ peak obtained from the fit, discussed above (fig. 4.10). As one can see, in the four particle invariant mass distribution $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{i n v}$ the side-band background describes very well the low and high mass parts of the data distribution. In the middle of the distribution area, close to the expected $\Lambda(1520)$ peak position, a strong signal enhancement is visible. Hence, the difference between signal and the side-band background can be interpreted as a distribution of events originating entirely from a $\Lambda^{0}$ associated with two pions, as expected for the decay of $\Lambda(1520)$ into $\Lambda^{0} \pi^{+} \pi^{-}$.

At this stage the statistical importance of the $\Lambda(1520)$ signal was evaluated. As a measure of the signal quality, the significance was taken to be

$$
\begin{equation*}
\operatorname{sig}=\frac{S}{\sqrt{S+B}} \tag{4.13}
\end{equation*}
$$

where B is obtained from an integration of the side-band spectrum within the signal window. Using this measure, the neural network cut, and two the cuts discussed in Sec. 4.7, were optimized to achieve the best $\Lambda(1520)$ signal which is shown in Fig.4.11

A systematic investigation of the dependence of the significance of the $\Lambda(1520)$ signal on the neural network output cut is shown in 4.12. The optimal value for NN output was set at 0.51 . Similar investigations for the two cuts utilizing the vertex topology of the $\Lambda(1520)$ decay (see section 4.7) are presented in Fig. 4.13. As already mentioned, the results of a scan confirms the choice of cuts deduced from the simulation of the signal: 5 mm for the PV-SV distance and $20^{\circ}$ for the opening angle.

### 4.7.2 Total and differential cross sections of inclusive $\Lambda(1520)$ production

The results of the side-band analyses reveal an excess of events in the $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{i n v}$ invariant mass distribution in the mass region expected for the $\Lambda(1520)$ signal. It is better visible after the SB subtraction shown in Fig. 4.14. Statistical errors account for subtraction of the two histograms: the signal and the SB , each of them with respective statistics.

Though the side-band spectrum describes an uncorrelated background's shape very well, there is still some event excess visible in the mass region around 1650 MeV , see Fig. 4.14. It may be


FIGURE 4.11: $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{i n v}$ invariant mass distribution for events from the signal region ( $M_{\mathrm{p} \pi^{-}}^{i n v} \in$ $(1106,1126)$ ) -blue points, and from the side band (SB) regions $\left(M_{\mathrm{p} \pi^{-}}^{i n v} \in(1089,1106] \cup\right.$ $[1126,1143)$ ) - red points. The SB spectrum was normalized to the background area from fig. 4.10. Error bars show a statistical uncertainty.


Figure 4.12: Significance of the $\Lambda(1520)$ signal as a function of the neural network output cut. A scan was performed for a range where signal and background efficiencies differed significantly.


Figure 4.13: Significance of the $\Lambda(1520)$ signal as a function of cuts on: a) the opening angle between the reconstructed $\Lambda(1520)$ direction and the vector joining the primary $(\mathrm{PV})$ and the secondary (SV) vertices, b) the minimal distance between PV and SV. Based on the presented results, the final values for cuts were set to 20 degrees and to 5 mm , respectively.
caused by some channels with $\pi^{+} \pi^{-}$pairs associated with a $\Lambda^{0}$ signal. One example is the already mentioned channel with di-pion pairs, from $\mathrm{K}^{0}$ decay but this contribution is suppressed by the cut $M_{\pi^{+} \pi^{-}}^{i n v}<411 \mathrm{MeV}$. However there are other reactions which allow for mixing of pions from two different decay vertices. Three of them, presented in Tab. 4.1 with numbers 3-5, were chosen as the most important ones for simulation. They have the largest cross section and the final state for each of them contains $\Lambda^{0}$ and two different sources of pions. The combination of a $\pi^{-}$from a $\mathrm{K}^{0}$ decay and a $\pi^{+}$from a $\Delta^{++}$or from a $\Sigma^{+}(1385)$ decay creates a correlated non-resonant combinatorial background associated with the $\Lambda^{0}$ resonance signal.

Contributions of these background channels can be estimated from simulations according to eq. (4.2). The simulation takes into account the respective exclusive cross section measured previously by HADES and also the cross section for the exclusive channel $\sigma_{\mathrm{pp} \rightarrow \mathrm{pK}}{ }^{+} \Lambda(1520)=5.6 \mu \mathrm{~b}[30,32]$. The signal and the background channels were added together and compared to the data. It appears (see Fig. 4.14-left panel) that the non-resonant background contribution (red line) is systematically below the data points (blue points). The signal contribution itself (green line) was also found to be insufficient to describe the peak, hence it was scaled up to reproduce the associated yield. The sum is presented in fig. 4.14 a) in magenta. Finally, using the applied scaling and a reconstruction


Figure 4.14: The reconstructed invariant mass of $\Lambda(1520)$ : (left) the distribution after sideband subtraction (blue points) overlayed with simulation of the signal (green), the background (red line) and the sum of both (magenta) (right). Distribution of the signal after the background subtraction compared to a fit with a Voigt function accounting for the $\Lambda(1520)$ line with a constant width $\Gamma=15.6 \mathrm{MeV}[12]$ and $\sigma=14.7 \pm 6.7$ accounting for the energy resolution
efficiency obtained from simulation $\epsilon=3.35 \cdot 10^{-3}$, the inclusive cross section for $\Lambda(1520)$ production has been derived as $\sigma_{\mathrm{pp} \rightarrow \Lambda(1520) \mathrm{X}}=7.1 \pm 1.1 \mu \mathrm{~b}$. The uncertainty accounts only for the statistical error. Some excess of events is visible in the right part of the spectra, around 1650 MeV . It is interesting to note that it is also visible in the mass distribution obtained from the exclusive $\Lambda(1520)$ analyses [30] and remains an open question for future investigations with the upcoming $\mathrm{p}+\mathrm{p}$ experiment at 4.5 GeV .

After decomposition of the data into the signal and the background it is possible to remove the non-resonant background part and analyze the remaining $\Lambda$ (1520) line's shape . Fig. 4.14 (right) shows the signal distribution after the background subtraction. The signal was fitted by a Voigt function with fixed $\Gamma=15.6 \mathrm{MeV}$ parameter, which is a PDG value for the $\Lambda(1520)$ decay width. The fit results are summarized in Tab. 4.5. It is visible that the peak positions obtained from both the experimental data and simulations are systematically lower than PDG, though the difference (about 15 MeV ) is larger for the data than for the simulation (4 MeV only). The mass resolution derived from the data is slightly larger as compared to the one from the simulations. One should recall that a similar, but weaker effect, is observed for $\mathrm{K}^{0}$ reconstruction (see Tab.5.2 ). It might indicate that the observed shift of peak position (or part of it) is due to the energy loss of pions in HADES which is not fully accounted for in simulations (note that the position of $\Lambda^{0}$ is in agreement with simulations). Another explanation for the mass shift may comes from the background simulation. The channels identified and used as a non-resonant background were simulated sparely and no interference between them is included. Any interference between the background channels may introduce a strong disturbance to the background shape, which shifts a $\Lambda(1520)$ peak position.

|  | $M_{\Lambda(1520)}[\mathrm{MeV}]$ | $\sigma_{\Lambda(1520)}[\mathrm{MeV}]$ |
| :---: | :---: | :---: |
| PDG | $1519,5 \pm 1$ | not applicable |
| experiment | $1504.5 \pm 4.7$ | $14.7 \pm 6.7$ |
| simulation | $1515.6 \pm 2.1$ | $11.3 \pm 3.6$ |

TABLE 4.5: Fit results on the $\Lambda(1520)$ line's shape for data and simulation. Given errors originate from fit uncertainties. Both simulation and experimental data were fitted by a Voigt function with a fixed decay width ( $\Gamma$ parameter) to PDG value [12]. The obtained $\sigma$ parameter is the experimental mass resolution

Events obtained after the SB background subtraction have also been used for more differential analyses. Using a condition on the invariant mass of $\Lambda(1520) M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{i n v} \in(1440 \mathrm{MeV}, 1600 \mathrm{MeV})$ distributions of the transverse momentum $\left(p_{t}\right)$ and the rapidity $(y)$ have been obtained. The spectra are presented in Fig. 4.15 and are decomposed to the signal and the background (from side-band analyses). The same color convention was used as for the invariant mass $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{i n v}$ distribution. Within the available statistics one can conclude that the simulated distributions, based on uniform phase-space coverage, reproduce the data.


Figure 4.15: Rapidity (y) and transverse momenta $\left(p_{t}\right)$ distributions for $\Lambda(1520)$ events. Error bars denote statistical errors. The experimental data (blue points) are compared to the results of simulations of the signal (magenta line). Simulated distributions are decomposed into the signal (green line) and non-resonant background (red line) contributions. Dashed vertical lines show the mean values for the $p_{t}$ and the rapidity distribution.

### 4.7.3 analyses of $\pi^{+} \pi^{-}, \Lambda^{0} \pi^{+}$and $\Lambda^{0} \pi^{-}$spectra

In the model used for the $\Lambda(1520) \rightarrow \Lambda \pi^{+} \pi^{-}$decay, the final state particles are distributed according to a uniform phase space. However, analyses of the data from the only experiment where this decay channel was observed, performed by T. S. Mast at el. with kaon beams in Berkeley Laboratory in 1973 [49], allowed for a partial wave decomposition of a $\Lambda^{0} \pi^{+} \pi^{-}$final state. The results suggest a leading role of the $\Sigma(1385) \pi$ decay channel, as an intermediate step. Based on this finding, a theoretical model developed in [25] considers the $\Lambda^{0}$ hyperon as a dynamical state
originating from $\Sigma(1385)$-pion interactions. According to this model, this interaction is modified in-medium, and leads to an increase of the $\Lambda(1520)$ width. It is therefore very interesting to study this decay channel, in a vacuum as well as in a nuclear medium.

In this context it is worth checking whether one can see any differences between the experimental distributions of the signal and the simulation where the decay mode $\Lambda \pi^{+} \pi^{-}$of $\Lambda(1520)$ was modeled according to the phase space. Fig. 4.16 shows two pion invariant mass distributions and Fig. 4.17 and Fig. 4.16 present three-particle (proton, pion,pion) invariant mass distributions compared to the simulation. With the limited statistics available one can conclude that there is a good agreement between the data and simulations. Upcoming p+p experiments shall provide much better statistics and allow more detailed partial analyses of the final state to be performed.


Figure 4.16: The $\pi^{+} \pi^{-}$emitted from $\Lambda(1520)$ events. The experimental data (blue points) is compared with the signal (green line) and the background (red line) from simulation. The sum of simulated channels is shown by a magenta line.


Figure 4.17: The $\Lambda^{0} \pi^{-}$and $\Lambda^{0} \pi^{+}$emitted from $\Lambda(1520)$ events. The experimental data (blue points) is compared with the simulated signal (green line) and the background (red line). The sum of simulated channels is shown by a magenta line.

TABLE 4.6: All analyzed sources of experimental uncertainties and associated systematic errors (see text for details).

| Variable | $\delta_{\sigma}[\mu \mathrm{b}]$ |
| ---: | :---: |
| Output of a neural network | -0.9 |
| A minimal distance between PV and SV | -1.1 |
| An opening angle | -1.6 |
| A side-band width | 0.00 |
| $\operatorname{sum}\left(\sqrt{\sum x^{2}}\right)$ | -2.14 |

### 4.8 Systematic error studies

The presented analyses revealed 115 signal events out of $31.5 \cdot 10^{6} \Lambda^{0} \pi^{+} \pi^{-}$candidates. Each of the cuts used in analyses influence the signal yield and must be corrected to determine the cross section. The cuts may also be a potential source of systematic errors if the simulation does not properly account for them. Some of them, like the missing mass or the invariant mass $M_{\mathrm{p} \pi^{+}}^{i n v}<$ 410 MeV cuts are motivated by the kinematics of the reaction and do not affect the yield or do so very little. But other cuts are guided more by empirical studies of the signal to background ratios and reduce the signal yield more significantly. Tab 4.6 summarizes those cuts and associated errors, calculated as explained below.

To evaluate systematics related to the given cut, its values were varied in some range with all other cuts fixed at nominal positions. The respective variations of raw yields were determined and compared with the ones obtained in simulations of the $\Lambda(1520)$ signal. In an ideal case the variations should agree, within statistical errors, with the ones for simulations. One should stress that since the data samples obtained with different cuts are statistically dependent, special care has to be taken for error determination. We have followed the prescription given in [77] and explained in Appendix A. One exception w.r.t the method described above is the evaluation of systematics related to the side-band subtraction, where the effect was investigated with experimental data only (there was no simulation of background). In this case windows defined for signal and background were varied and fits were repeated. It was observed that the variation of the raw yield was within statistical errors.

It was found that the most important sources of systematic errors come from cuts on: the opening angle between the reconstructed and ideal $\Lambda^{0}$ momentum, the PV-SV distance, and the neural network output. In all cases the systematic effect was calculated as a difference between the error band defined for the central value and the most scattered point. It appears that for all examined cuts, data points which cannot be described by statistical scattering are located below the error band for the central value. It was interpreted as a systematic effect toward lower values of the cross section and summarized as an asymmetrical systematic error.

Observed variations are presented in figures 4.18 and 4.19 as a function of respective variables. The values were corrected by the respective reduction factors given by simulation, estimated separately for each cut value. In the ideal case they should provide the same (within errors) values. The error
bar for the central value of each cut is given by statistical error, while for all other points the error bars show the uncorrelated statistical errors respectively, calculated according to the formula

$$
\begin{equation*}
\sigma_{\text {uncorrelated }}^{2}=\left|\sigma_{\text {central value }}^{2}-\sigma_{\text {point }}^{2}\right| \tag{4.14}
\end{equation*}
$$

As a measure of the systematic error, the difference between the lower boundary of the error band defined by the statistical error for the central value and the most distant point was taken. It was treated as such because all points which can't be interpreted as a statistical variation lay below the values indicated by the statistical error. Including the systematic effect, the final result obtained for the experiment proton-proton at 3.4 GeV is

$$
\begin{equation*}
\sigma_{\mathrm{pp} \rightarrow \Lambda(1520) X}=7.1 \pm 1.1_{-2.14}^{+0.0} \mu \mathrm{~b} \tag{4.15}
\end{equation*}
$$



Figure 4.18: Variation of the raw signal yield corrected as a function of the neural network output and opening angle cut. The values were corrected by the respective reduction factor given by simulation, estimated separately for each cut value. For the NN cut below 0.45 no signal extraction was possible. The output value 0.51 is the central (nominal) value and the error accounts for statistics, for all other points the uncorrelated errors are plotted (see Appendix A for more details). The central value for OA is $20^{\circ}$.


Figure 4.19: Variation of the raw signal yield corrected as a function of the side band width and the primary-secondary vertex distance. The values were corrected by the respective reduction factor given by simulation, estimated separately for each cut value. The SB window width used in analyses was 17 MeV . The value 5 cm is the central (nominal) value for the PV-SV cut. For both central values the error bars account for statistics, for all other points the uncorrelated errors are plotted (see Appendix A for more details).

## Chapter 5

## $\Lambda(1520)$ production off nucleus

To compare $\Lambda(1520)$ production in pp and $\mathrm{p}+$ A reactions in HADES, an analysis using very similar procedures was done for data collected from an experiment performed with a pNb collision system at the same beam energy. The analysis flow was the same, though some cuts had been optimized to account for differences between both collision systems. In particular, the kinematic constraint on the missing mass of the $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$final state, defined in the analysis of the pp reaction, cannot be applied to the pNb data set, and therefore the background contribution is expected to be different. The selection criteria are presented in the next section.

Unlike in the pp case, there are no specific signal background channels with know cross sections which could be used for background modelling. Therefore, for the background simulation a model calculation based on the UrQMD model were used. The model version used for this study was optimized for describing $\Lambda^{0}$ production in pNb [40]. It did not contain $\Lambda(1520)$ and other higher mass hyperon states but included channels with $\Lambda^{0} / \Sigma$ hyperons constituting the main background.

As a result of this analysis the inclusive cross sections for $\Lambda(1520)$ together with the reference channel $\Lambda^{0} \mathrm{~K}^{0}$ were derived and are presented below. The results are compared to the one obtained for the pp system. Such comparison, within the acceptance of the same detector and using a similar reconstruction scheme, are very valuable since it reduces the model dependence related to extrapolation between different detector acceptances and reconstruction efficiencies. The main objective is a comparison of production yields in $\mathrm{p}+\mathrm{A}$ vs pp as a function of the transverse momentum and rapidity, describing inclusive particle production, and also the total cross sections. Such comparison should shed a light on the eventual nuclear modifications in $\Lambda(1520)$ production.

Results from the reference reaction (semi-inclusive $\Lambda^{0} \mathrm{~K}^{0}$ production) allow for verification of the current analysis since they can also be compared to previously published papers. In particular, those concentrated on $\Lambda^{0}$ studies [38, 39, 41, 42].

### 5.1 Data from pNb experiment

The $\mathrm{p}(3.5 \mathrm{GeV})+\mathrm{Nb}$ experiment was conducted in October 2008. A beam with a kinetic energy of 3.5 GeV was delivered by the SIS 18 synchrotron and was impinging on a segmented, 12fold niobium target. Each target element had a diameter equal to to 1.25 mm and 0.45 mm of thickness. The target thickness is equivalent to a $2.8 \%$ interaction probability. The trigger system was the same as for pp reaction at 3.5 GeV , with the LVL1 trigger based on hits multiplicity in the META detector $(\geq 3)$ and the LVL2 trigger dedicated for di-lepton studies. During the experiment an average beam intensity of $2 \times 10^{6}$ particles/s was used and $3.2 \times 10^{9}$ LVL1 events were recorded [39, 41].

### 5.2 Identification and data selection

The identification and selection algorithms used for the pNb data were the same as in the case of the pp data analysis. They utilized the $\mathrm{dE} / \mathrm{dx}$ vs. momentum identification method introduced in the previous chapter and the same approach to the $p \pi^{-} \pi^{+} \pi^{-}$candidate selections. However, as already introduced above, in a proton-nucleus reaction it is impossible to use the same kinematic constraints related to the selection of the $\Lambda(1520) \pi^{+} \pi^{-}$reaction channel as in the pp case. There are two main reasons for that: part of a four-momentum of the incoming proton may be transferred to the group of nucleons (clusters) or single nucleons. Secondly, nucleons in a nucleus are not at rest, but their movement is described by their so-called Fermi momentum, its distribution can be approximated by some models. These reasons prevent the use of the missing mass cut, which is crucial for $\Delta^{++}$discrimination. The missing mass spectrum (Fig. 5.1), in contrast with the pp data (Fig. 4.3), does not show any clear enhancement in the missing mass projection. Instead, a broad distribution is visible, characterized by a maximum value around 850 MeV . However, for $M_{\mathrm{p} \pi^{+}}^{\text {inv }}$ invariant mass distribution, a strong enhancement around 1200 MeV is still visible, which motivates a $M_{\mathrm{p} \pi^{+}}^{i n v}>1200 \mathrm{MeV}$ cut - the same as the one used for the pp data. In order to compensate for the background reduction related to the missing mass cut, other cuts for the neural network and the distance between the primary and secondary vertices were more restricted.

A table summarizing all of the settings of the cuts applied in the pNb analysis is presented in Tab. 5.1, together with the cuts used for the pp data. Since $\Lambda^{0}$ decay tends to happen outside of nuclei ( $c \tau \approx 7.9 \mathrm{~cm}$ ) the $\Lambda^{0}$,s method of reconstruction developed for the pp data set preserves validity for the pNb case. Therefore, the main tool for $\Lambda^{0}$ reconstruction is the same neural network as already used for the data from the pp at 3.5 GeV experiment (chapter 4). The neural network architecture and weights used for $\Lambda^{0}$ reconstruction were exactly the same as for the pp data but with a bit higher cut on the network output. However, as already mentioned above, the absence of the missing mass cut resulted in a much smaller signal to background ratio for $\Lambda^{0}$. To compensate for this effect, the opening angle cut was set at $10^{\circ}$ to maximize the $\mathrm{S} / \mathrm{B}$ ratio (Fig. 4.9). It was further enhanced by a more strict cut on the PV-SV separation ( 30 mm instead of 5 mm - as listed in Tab. 5.1 which finally led to a similar $\mathrm{S} / \mathrm{B}$ ratio for the $\Lambda^{0}$ signal (Fig. 5.2).

| cut | value for pp | value for pNb |
| :--- | :--- | :--- |
| $\mathrm{M}_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{\text {miss }}$ | $>1432 \mathrm{MeV}(\Lambda(1520))$ <br> $>1077 \mathrm{MeV}\left(\Lambda^{0} \mathrm{~K}^{0}\right)$ | no |
| $\mathrm{NN}_{\text {output }}$ | $>0.51$ | $>0.63$ |
| $\mathrm{M}_{\pi^{+} \pi^{-}}^{\text {inv }}$ | $<410 \mathrm{MeV}$ | $<410 \mathrm{MeV}$ |
| Dist $_{\text {PV-SV }}$ | $>5 \mathrm{~mm}$ | $>30 \mathrm{~mm}$ |
| $\mathrm{OA}_{\Lambda^{0}}$ | $<20^{\circ}$ | $<10^{\circ}$ |
| $\mathrm{M}_{\mathrm{p} \pi^{-}}^{\mathrm{inv}}$ | $1106 \mathrm{MeV}<\mathrm{M}_{\mathrm{p} \pi^{-}}^{\mathrm{inv}}<1126 \mathrm{MeV}$ | $1106 \mathrm{MeV}<\mathrm{M}_{\mathrm{p} \pi^{-}}^{\mathrm{inv}}<1126 \mathrm{MeV}$ |
| $\mathrm{M}_{\mathrm{p} \pi^{+}}^{\mathrm{inv}}$ | $\mathrm{M}_{\mathrm{p} \pi^{+}}^{\mathrm{inv}}<1200 \mathrm{MeV}$ | $\mathrm{M}_{\mathrm{p} \pi^{+}}^{\mathrm{inv}}<1200 \mathrm{MeV}$ |

TABLE 5.1: Comparison of the cuts for the pp and the pNb data sets


Figure 5.1: Four particle $\left(p \pi^{-} \pi^{+} \pi^{-}\right)$missing mass vs. proton-pion $M_{\mathrm{p} \pi^{+}}^{i n v}$ invariant spectrum distribution for $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$hypothesis. The spectrum was obtained after $p \pi^{-} \pi^{+} \pi^{-}$candidates selection, but before any further cuts related to $\Lambda^{0}$ selection, like neural network output.

## $5.3 \quad \Lambda^{0}$ Reconstruction

The final result of the $\Lambda^{0}$ reconstruction, after all cuts listed in Tab. 5.1, is shown in fig. 5.2. The $p \pi^{-}$invariant mass distribution was fitted by the sum of a Voigt function plus a 4-th order polynomial - designed to describe the background shape. The energy resolution obtained from a fit of $\sigma=3 \mathrm{MeV}$ is a little bit better than the one obtained in the pp case. The peak position $M_{\Lambda^{0}}=1115.3 \pm 0.4 \mathrm{MeV}$ agrees with the PDG (see Tab. 5.2).

The two marked windows, on the left and right side of the peak, indicate the regions selected for the side-band method. Similarly as in the pp analysis (chapter 4.7.1), this method was used to estimate the background under the $\Lambda^{0}$ peak ( $M_{p \pi^{-}}^{i n v} \in(1106 \mathrm{MeV}, 1126 \mathrm{MeV})$ ).

### 5.4 Semi-inclusive $\Lambda^{0} K^{0}$ production

Similarly as in the case of the pp data, semi-inclusive $\Lambda^{0} \mathrm{~K}^{0}$ production was used as the reference reaction to cross-check for an event selection method and also to extract the production cross section. The normalization method used for cross section extraction was the same as the one


Figure 5.2: The $\Lambda^{0}$ spectrum after all cuts but $\mathrm{M}_{\mathrm{p} \pi^{+}}^{\mathrm{inv}}<1200 \mathrm{MeV}$, obtained for the pNb experiment. Color coding is the same as in fig. 4.10, vertical lines denote regions of the side-band and were adjusted for pNb exclusively.
described in chapter 4.1 with differences related to luminosity and cut values appropriate for the pNb analysis. The total integrated luminosity for the pNb experiment reached $\mathcal{L}=10.4 \cdot n b^{-1}$. The semi-inclusive $\Lambda^{0} \mathrm{~K}^{0}$ production cross section for a $\mathrm{p}+\mathrm{A}$ reaction has not been measured or predicted before. However, it can be compared to the one obtained in the $p p$ reaction using expected scaling for proton+nucleus reactions:

$$
\begin{equation*}
\sigma_{p N}=\sigma_{p p} \cdot A^{2 / 3} \approx \sigma_{p p} \cdot 20.5 \tag{5.1}
\end{equation*}
$$

where $\mathrm{A}=93$ for Nb . The error value is obtained by scaling the error calculated in the pp case by the same factor as the cross section value.

The estimate for a data inclusive production cross section for $\Lambda^{0} \mathrm{~K}^{0}$ production in $p p$ is given by Eq. 4.11. As already discussed, it is slightly higher than the one obtained from the sum of the known exclusive channels given in Tab. 4.11). That result, scaled by $A^{2 / 3}$, becomes a reference value for pNb measurement. The expected cross section is $\sigma_{\mathrm{K}^{0} \Lambda^{0}}=1.38 \pm 0.038 \mathrm{mb}$. The error was estimated by scaling the value of uncertainty obtained for pp collisions.

Fig. 5.3 shows the $p \pi^{-}$and $\pi^{+} \pi^{-}$invariant mass distributions obtained with conditions imposed on the $K_{S}^{0}$ and $\Lambda^{0}$ peaks, respectively. The experimental data (blue points) and simulation (magenta histogram) were fitted by the sum of a Voigt function plus a 4-th order polynomial (solid lines). The fit parameters are summarized in Tab. 5.2. In both cases the background under the peaks was estimated by the fitted polynomial.

|  | PDG value | reconstructed in experiment | reconstructed in simulation |
| :---: | :---: | :---: | :---: |
| $\overline{\overline{M_{\Lambda^{0}}}}$ | $1115.683 \pm 0.006 \mathrm{MeV}$ | $1114.78 \pm 0.40 \mathrm{MeV}$ | $1114.45 \pm 0.15 \mathrm{MeV}$ |
| $\overline{M_{\mathrm{K}^{0}}}$ | $497.614 \pm 0.024 \mathrm{MeV}$ | $494.8 \pm 1.4 \mathrm{MeV}$ | $495.26 \pm 0.31 \mathrm{MeV}$ |

TABLE 5.2: Peak parameters for $\Lambda^{0}$ and $\mathrm{K}^{0}$ signal measured in the semi-inclusive $\Lambda^{0} \mathrm{~K}^{0} X$ production in pNb collisions. Given errors accounts for fit uncertainties


Figure 5.3: $p \pi^{-}$(left) and $\pi^{+} \pi^{-}$(right) invariant mass distributions for events inside windows around the $K_{S}^{0}$ and $\Lambda^{0}$ peaks, respectively. Given cross sections for the simulation were obtained by scaling up the respective cross section for the pp reaction by a factor $A^{2 / 3}$. The cross sections for the experimental data are provided for comparison (see text for details)

In order to extract the corresponding cross section for the data one needs to correct the raw signal yield for reconstruction efficiencies and acceptance of the detector. In the simulation of $\Lambda^{0} \mathrm{~K}^{0}$ production in a pNb reaction, the same event generators were applied as for the pp case (channels (3)-(5) in Tab. 4.1). In the analysis of simulated events, however, optimized cuts for the pNb data were used, leading to slightly different reconstruction efficiencies. The cross sections, extrapolated to the full phase-space are equal to $\sigma=1401 \pm_{\text {stat }} 141 \mu \mathrm{~b}$ for a $\Lambda^{0}$ produced with $\mathrm{K}^{0}$ and $\sigma=1334 \pm_{\text {stat }} 204 \mu \mathrm{~b}$ for $\mathrm{K}^{0}$ associated with $\Lambda^{0}$ (see Fig. 5.3). They agree quite well with the one obtained from the simple extrapolation according to $A^{2 / 3}$ scaling $\sigma_{\mathrm{pNb}} \rightarrow \mathrm{K}^{0} \Lambda^{0} X=1385 \pm_{\text {stat }} 38 \mu \mathrm{~b}$.

## 5.5 $\Lambda(1520)$ reconstruction and production cross sections

The $\Lambda(1520)$ reconstruction is very similar to the one used for the pp data. It starts with selection of $\Lambda^{0}$ candidates in the $p \pi^{-} \pi^{+} \pi^{-}$events by means of the neural network trained for the pp data. After the neural network cut and the kinematic cuts: $M_{\mathrm{p} \pi^{+}}^{i n v}>1200 \mathrm{MeV}, M_{\pi^{-} \pi^{+}}^{i n v}<420 \mathrm{MeV}$ and the mass window on the $\Lambda^{0}$ peak, two additional conditions were imposed on the distance between the primary and the secondary vertex and the opening angle between the vertices and the $\Lambda(1520)$
direction (see Tab. 5.1). After applying all these cuts a signal-like shape is visible in the $p \pi^{-} \pi^{+} \pi^{-}$ invariant mass spectrum shown in Fig. 5.4 (blue points).


Figure 5.4: Invariant mass $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{\mathrm{inv}}$ distribution associated with the $\Lambda^{0}$ peak (blue points) and side band background (red points). The difference (green points) indicate an enhancement in the $\Lambda(1520)$ mass region, however it is not as narrow as in the pp case-compare to the one in Fig. 4.11.

In order to subtract the background located under the $\Lambda^{0}$ peak which originates from the $\mathrm{p} \pi^{-} \pi^{+} \pi^{-}$ background, the side-band technique was used, the same as in the pp case. In Fig. 5.4 the sideband background (red points) is plotted together with the $\Lambda^{0} \pi^{+} \pi^{-}$invariant mass distribution obtained after subtracting the background (green points). The latter one shows an enhancement in the $\Lambda(1520)$ region but is more broad as compared to the one observed in the pp case. However, besides the $\Lambda(1520)$ signal, one does expect some non-resonant $\Lambda^{0} \pi^{+} \pi^{-}$contribution also. This background can't be modeled only by reactions known from the pp case (see chapter 4.7.2) because it does not contain channels involving production from neutrons and other channels involving multi-step processes (like those induced by pions produced in the first chance pp collisions) which are contributing in the pNb case. Indeed, the simulations with pp events scaled by $A^{2 / 3}$ show that contribution of the first chance pp collisions is negligible. Furthermore, interactions of final state hadrons with nuclear matter might also modify the measured distributions. The latter effect might also modify line shape of the $\Lambda(1520)$ signal line due to interactions of emitted pions with nuclear matter for decays inside the nuclear matter. As already discussed in the introduction, the INCL model predicts that only $10 \%$ of $\Lambda^{0}$ decays take place inside the nucleus and the respective effects are small. However, a significant increase of the hyperon width due to in-medium effects, predicted by some other models (see section 1.5.1), would increase the fraction of in-medium decays and could lead to a broadening of the line's shape. All these effects hamper the conclusions at this stage and care must be taken before they can be made.

Keeping all these considerations in mind a fit of the invariant mass distribution with the SB background subtracted by a Voight profile, an approximation of a Gaussian (width characterized by

|  | $M_{\Lambda(1520)}[\mathrm{MeV}]$ | $\sigma_{\Lambda(1520)}[\mathrm{MeV}]$ | $\Gamma_{\Lambda(1520)}[\mathrm{MeV}]$ |
| :---: | :---: | :---: | :---: |
| pp | $1504.5 \pm 4.7$ | $14.7 \pm 6.7$ | $15.6 \pm 1$ |
| pNb | $1507.7 \pm 3.3$ | $14.7 \pm 6.7$ | $34.6 \pm 5.2$ |

Table 5.3: Fit results of the $\Lambda(1520)$ candidates with a Voigt function. Due to similarities in the detection system for both experiments the same energy resolution was assumed. It means that the $\sigma$ parameter for the fit in Fig. 5.5 was assumed to be the same as the one obtained for proton-proton data.
$\sigma$ ) folded with a Lorenzian shape (width characterized by a $\Gamma$ parameter) was made. The result of such a fit (blue line) to the $\Lambda^{0} \pi^{+} \pi^{-}$invariant mass distribution (blue points) is presented in Fig. 5.5 and the fit parameters are summarized in Tab. 5.3. We shall recall that in the case of the pp data a similar fit to the signal shape (red points in Fig.4.14) was done with the resonance width $\Gamma$ fixed at the PDG value ( 15.6 MeV ). However, in the case of the pNb data $\Gamma$ was chosen as a free parameter of the fit but the $\sigma$-parameter, accounting for the mass resolution, was assumed to be the same as in the pp case: $\sigma_{\Lambda(1520)}=14.7 \mathrm{MeV}$. As a result of this fit, the width $\Gamma=34.6$ MeV and peak position $M_{\Lambda(1520)}=1507.7 \pm 3.3$ was obtained. The position agrees with the one obtained for the pp case but the width is about a factor of 2 broader.


Figure 5.5: Invariant mass distribution of the $\Lambda^{0} \pi^{+} \pi^{-}$signal from the pNb reaction (after subtraction of side band background) (blue points) compared to the signal reconstructed in pp reactions (gray histogram). The pp distribution is scaled to the same maximum as the result from pNb for easier shape comparison. The signal fit with a Voigt function is shown by the blue line.

However, one should stress again that at this point no conclusion about in-medium modification of $\Lambda(1520)$ can be made since the distribution presented in Fig. 5.5 may also contain background specific for a $\mathrm{p}+\mathrm{A}$ reaction. We will come to this in next section.

Despite the problem of unknown non-resonant contributions, the extracted distribution of $\Lambda^{0} \pi^{+} \pi^{-}$ events can be compared in a more differential way to the ones obtained in the pp case. For
this purpose, the production multiplicities of the events in $\Lambda(1520)$ mass range ( $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{\mathrm{inv}} \in$ $(1440,1600))$ are projected as functions of the $p_{t}$ and the rapidity and are displayed in Fig. 5.6. The distributions for the pNb are shown by blue and the pp data by red shaded histograms. To facilitate direct comparison multiplicity distributions measured for pNb reactions were divided by the average number of participants, $A_{\text {part }}=2.8$, derived from the Glauber model [78]. For the pNb case, distribution in the transverse momentum is broader and shifted to higher momenta (by $\sim 250 \mathrm{Mev}$ ) while the rapidity distribution is shifted to lower values (by $\sim 0.3$ ) towards a target-like region.

One can also study different but correlated event distributions expressed in a function of the momentum $|p|$ and the center of mass emission angle $\cos \theta_{C M}$. They are shown in Fig. 5.7: the signal distributions from pNb (blue) are enhanced at lower momentum and larger emission angles w.r.t the pp case.

Both representations indicate that $\Lambda^{0} \pi^{+} \pi$ - events from pNb are emitted from a slower source, as compared to pp , and suffer from sizable rescattering in the medium. The latter effect is demonstrated by a downward shift in the rapidity and a preferential emission to the backward CM angles. One should note that the latter effect also increases the detection of events in the HADES acceptance. The excess of events at larger emission angles in the pNb case also results in an excess of events at larger transverse momenta w.r.t the pp case. In the pp case, due to the production being close to the $\Lambda^{0}$ production threshold the emission distributions are very forward peaked, hence preferring a small transverse momentum distribution.


FIGURE 5.6: Rapidity and transverse momentum distributions for $\Lambda^{0} \pi^{+} \pi^{-}$events in the $\Lambda$ (1520) mass window ( $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{\mathrm{inv}} \in(1440,1600)$ ). The spectrum for the pNb data set are in blue, the red points denotes the pp data. The yield obtained for pNb was scaled down by the average number of participants $A_{\text {part }}=2.8$.


Figure 5.7: Differential production multiplicities of $\Lambda^{0} \pi^{+} \pi^{-}$events in functions of $|\vec{p}|$ (left) and $\theta_{C M}$ (right) in the $\Lambda(1520)$ mass window ( $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{\mathrm{inv}} \in(1440,1600)$ ) for pp (red points) and pNb (blue points) data sets.

### 5.5.1 Non-resonant background modeling

$\Lambda^{0}$ production in pNb reactions was extensively studied in previous analysis of HADES data [40]. The GiBUU [35] and URQMD $[36,37]$ transport models were used to describe inclusive hyperon production. These theoretical models were especially optimized to describe $\Lambda^{0}$ transverse and rapidity distributions. In both codes, no $\Lambda(1520)$ production was embedded. Nonetheless, they can be used to model $\Lambda^{0}$ production and, in particular, non resonant $\Lambda^{0} \pi^{+} \pi^{-}$production.

For the purpose of a previous HADES analysis, 4.4•10 ${ }^{9}$ UrQMD events were simulated, which corresponds to the number of LVL1 events measured in the experiment. The UrQMD simulation was chosen as it provides a slightly better description of inclusive $\Lambda^{0}$ production than other codes do, and was intensively used in the previous $\Lambda^{0}$ studies at HADES [40]. The simulation events were analyzed in the same way as the experimental data and applyed the same cuts. Furthermore, for the experimental data, side-band background subtraction was applied to extract $\Lambda^{0} \pi^{+} \pi^{-}$events.

The results of the simulation are compared to the three invariant mass distributions mass projections shown in: Fig. $5.8\left(\Lambda^{0} \pi^{+} \pi^{-}\right), 5.9\left(\Lambda^{0} \pi^{-}\right.$and $\Lambda^{0} \pi^{+}$, where URQMD is plotted by the red line. One should stress that no additional scaling was applied to the URQMD events. The $\Lambda^{0} \pi^{+} \pi^{-}$ background estimation from UrQMD nicely describes the low mass part of the distributions and leaves a free space for some additional signal in the $\Lambda(1520)$ mass region.

Keeping the UrQMD background fixed, the three invariant mass distributions were simultaneously fitted by the sum of two channels: $\Lambda(1520) \mathrm{K}^{+} p$ and $\Sigma(1385)^{0} p \mathrm{~K}^{0}$, both embedded in the thermal source with parameters extracted from the experimental data. The parameters of the source were extracted from the fit to the data as explained in the next section. At this stage the precise parameters of the thermal source are irrelevant because they do not modify the invariant mass spectra. The channel with $\Sigma(1385)^{0}$ resonance was chosen since it was not included in the UrQMD model, but according to the model of Kaskulov and Oset [47] it is strongly correlated with $\Lambda(1520)$.


Figure 5.8: Results of the URQMD simulation (red line), together with the $\Lambda(1520)$ (green line) signal and $\Sigma(1385)^{0}$ contribution (yellow line) derived from a combined fit (see text for details). The sum of all simulated channels is shown by the magenta line. The absolute scale for the URQMD simulation is given by the experimental luminosity and no additional scaling was applied. The $\Lambda(1520)$ and $\Sigma(1385)^{0}$ signals were obtained from a simultaneous fit of the $\Lambda^{0} \pi^{+} \pi^{-}, \Lambda^{0} \pi^{+}, \Lambda^{0} \pi^{-}$spectra.

The model predicts that $\Lambda(1520)$ is a dynamically created state originating from an interaction, $\Sigma(1385)^{0}-\pi$. Hence, one can also expect that a contribution for the $\Sigma(1385)^{0} p \mathrm{~K}^{0}$ channel also shows up in the $\Lambda^{0} \pi^{+}$invariant mass distribution. The result of the fit reveals a strong $\Lambda(1520)$ signal (green line) and but very little $\Sigma(1385)^{0}$ contribution (yellow line) (see Fig. 5.8.)

With the fit to the invariant mass distributions, the non-resonant and the resonant contributions to the $\Lambda^{0} \pi^{+} \pi^{-}$events have been determined. Hence, events can also be decomposed into various contributions as functions of the rapidity and $p_{t}$. The corresponding distributions are presented in Fig. 5.10 and Fig. 5.12 for $\Lambda(1520)$ and $\Lambda^{0}$ respectively. The data (blue points) are compared with the simulated non-resonant background (red line) and the simulated $\Lambda(1520)$ signal (green), and $\Sigma(1385)^{0}$ production channels. The results are compared to the respective distribution obtained for the pp collisions (gray histogram). Subtracting the background slightly reduces the difference between the pp and pNb rapidity distribution results (compare Fig. 5.6 ) between both data sets, but it is still clearly visible. In the case of a transverse momentum the background subtraction does not change the picture; $\Lambda(1520) \mathrm{s}$ from pNb still shows an enhancement at high $p_{t}$. A similar decomposition was made for $\cos \theta_{c m}$ and $|\vec{p}|$ distributions. They are shown in Fig. 5.11. One can


Figure 5.9: The fit result for $\Lambda^{0} \pi^{-}$and $\Lambda^{0} \pi^{+}$spectra. Color coding the same as in 5.8.
clearly see the effect of $\Lambda^{0}$ rescattering which shows up in the excess of events at backward angles also for the background events. It is due to the effects of $\Lambda^{0}$ rescattering in the nucleus.


Figure 5.10: The $p_{t}$ and rapidity distributions for $\Lambda(1520)$ candidates. The experimental signal (blue points) is decomposed to the URQMD (red line) non-resonant background and the resonant ( $\Lambda(1520)$-green, $\Sigma(1385)^{0}$-yellow) contributions. The sum of all simulated channels is plotted by the purple line. The signal from the pp experiment is overlaid by a gray histogram.

Subtracting the URQMD background from the data provides a resonant contribution that is consistent with a dominant $\Lambda(1520)$ signal and a small contribution from the $\Sigma(1385)^{0}$ channel. Its shape can be compared with the results from the pp experiment (gray histogram), which is shown in Fig. 5.13. The signal is plotted by green points and fitted with a Voigt distribution (green dotted


Figure 5.11: $|\vec{p}|$ and $\cos \theta_{C M}$ distributions for $\Lambda^{0} \pi^{+} \pi^{-}$events in the $\Lambda(1520)$ mass window. The experimental signal (blue points) is compared with the sum of simulation channels (magenta line). Detailed color coding the same like in 5.10. Additionally the signal from the pp experiment is overlaid by a gray histogram.


FIGURE 5.12: The $p_{t}$ and rapidity distributions for $\Lambda^{0}$ associated with events in the $\Lambda(1520)$ mass window. The color coding is the same as in the pictures 5.10 and 5.11.
line). The fit parameters are summarized in 5.4. The signal parameters agree very well with the PDG value, however, with a significant error ( approximately $40 \%$ ) in the width.

One can see that the subtraction of non-resonant background from URQMD removes the low mass tail and restores the shape of $\Lambda^{0}$ line in agreement with its vacuum parametrization. However, the apparent shift in the mass position of the resonance that is visible in the pp case remains, and most likely has to be attributed to systematic effects in the reconstruction.

|  | $\overline{M_{\Lambda^{0} \pi^{+} \pi^{-}}[\mathrm{MeV}]}$ | $\sigma[\mathrm{MeV}]$ | $\Gamma[\mathrm{MeV}]$ |
| :---: | :---: | :---: | :---: |
| pNb | $1519 \pm 4.2$ | 14.7 fixed by fit to the pp signal | $24 \pm 10$ |
| pp | $1504 \pm 4.7$ | 14.7 | $15.6 \pm 1$ fixed by PDG |

TABLE 5.4: Fit parameters for the $\Lambda^{0}$ signal extracted from the pNb data and, for comparison, result from the pp data.

### 5.5.2 Thermal source

The apparent differences between the rapidity, transverse momentum, $\cos \theta_{C M}$ and $|\vec{p}|$ distributions that is observed between the pp and the pNb data show that the reaction model used to simulate elementary collisions is not adequate to describe a proton-nucleon reaction. The obvious, and not unexpected, conclusion is that such a reaction model is not realistic and should be replaced by a more advanced event generator which includes features of production off-nucleus. One possible choice is to use transport codes, as shown above. However, calculations with such models are very time consuming and not flexible enough for systematic studies of detector acceptances and related corrections.

Another approach, frequently used for pA and AA collisions, is a thermal model. In the thermal model particles are not produced according to phase-space distributions of $\mathrm{N}-\mathrm{N}$ reactions. Instead, emission from a thermal source is characterized by some temperature, and rapidity is assumed (for a static, not expanding source which is appropriate for pA reactions at low energies). Such


Figure 5.13: $\Lambda(1520)$ signal distribution. Green points represent the resonant contribution, obtained after the URQMD background subtraction. The dashed green line shows a fit by means of a Voight function. Fit parameters are summarized in Tab. 5.4.
emission is described by a Boltzmann-like distribution which can be easily modeled. Such a model was successfully applied in the description of $\Lambda^{0}$ distributions that were measured in pNb reactions [79]. The emission source is characterized by some non-zero temperature, which defines the kinematic energy of the emitted particles. The PLUTO generator developed for HADES [80] has a built-in thermal model, described by three parameters: projectile energy, source temperature and radial expansion velocity. In the case of the pNb data the radial expansion was set to 0 , the temperature and the beam energy (defining the source velocity or rapidity) were determined by a fit to the experimental data, as described below.

In order to find the parameters of the thermal source of $\Lambda^{0} \pi^{+} \pi^{-}$several simulations, which included the effects of the HADES acceptance, had to be made. To speed-up the simulation process, an acceptance matrix for $\Lambda(1520)$ production was created. $\Lambda^{0} \pi^{+} \pi^{-}$events generated by a thermal source in PLUTO were projected to the $p_{t}$ and the rapidity distributions. Next, the detection efficiency for each $p_{t}-y$ bin, covered by the HADES acceptance, was calculated as a ratio of the number of reconstructed events to the number simulated events. The reconstruction of the events was based on the full analysis chain with the cuts used for the pNb analysis. The resulting 2D efficiency matrix is presented in Fig. 5.14. The efficiency was calculated exclusively for $\Lambda(1520) \rightarrow \Lambda^{0} \pi^{+} \pi^{-} \rightarrow \mathrm{p} \pi^{-} \pi^{+} \pi^{-}$and it does not include branching ratios for the mentioned decays.
$P_{T}$ vs $Y$ for events in $\Lambda(1520)$ window


Figure 5.14: Efficiency map for $\Lambda(1520)$ reconstruction as a function of the transverse momentum and the rapidity.

It is visible that the reconstruction efficiency increases with the transverse momentum and rapidity, and is maximal in the mid-rapidity region ( $\sim 1.0$ ).

The efficiency matrix was used for a fast simulation. Each event generated by the PLUTO simulator acquired a weight according to the efficiency matrix. In total 2375 different combinations of projectile kinetic energy and source temperature were tested. The parameters were changed
in a range from 50 MeV to 150 MeV for the temperature and from 150 MeV to 1100 MeV for the projectile kinetic energy. In the first case the increment step was 2 MeV , in the second it was 20 MeV .

To extract the source's parameters, a set of fits was performed. The experimental spectra were simultaneously fitted by respective distributions generated from the thermal model in functions of the $p_{t}$ and the rapidity for both: the $\Lambda(1520)$ and $\Lambda^{0}$ signal distributions. The transverse mass and rapidity data samples were obtained using cuts imposed on the invariant masses: $M_{\mathrm{p} \pi^{-}}^{i n v} \in$ $(1105,1125)$ and $M_{\mathrm{p} \pi^{-} \pi^{+} \pi^{-}}^{i n v} \in(1440,1600)$. The side-band method was used to obtain backgroundfree $p_{t}$ and $y$ distributions for $\Lambda^{0}$.

To facilitate comparison to the data, the non resonant background modeled by the URQMD was subtracted from the respective distributions, as explained above (see Fig. 5.10). One can see that after the non-resonance background was removed there may still be some resonance background contribution, like a $\Sigma(1385)^{0}$ signal. However, a fit done for invariant mass spectrum (Fig. 5.8), shows that such a contribution is negligible.


Figure 5.15: The results of a thermal source's parameter scan. The axes show the are two parameters that describe a thermal source, the values plotted in the histogram describe how well a simulation describes the experimental data. The $\chi^{2}$ value was calculated according to eq. (5.2). The experimental spectra were corrected by a URQMD background subtraction (Fig. 5.16 and 5.17).

The agreement between the simulation and experiment was quantified by means of a combined $\chi^{2}$ test calculated simultaneously for the four investigated distributions:

$$
\begin{equation*}
\chi^{2}=\frac{1}{4}\left[\chi^{2}\left(p_{t}^{\Lambda^{0}}\right)+\chi^{2}\left(y^{\Lambda^{0}}\right)+\chi^{2}\left(p_{t}^{\Lambda(1520)}\right)+\chi^{2}\left(y^{\Lambda(1520)}\right)\right] \tag{5.2}
\end{equation*}
$$

The obtained $\chi^{2}$ is plotted in Fig. 5.15 as a function of the $E_{k}$ and $T$ parameters used in the PLUTO thermal model. The best agreement ( $\chi^{2} \sim 1.5$ ) is achieved with $E_{k}=550 \mathrm{MeV}$, which corresponds to $y_{p}=1.036$, and $T=75 \mathrm{MeV}$. The temperature is $\sim 25 \mathrm{MeV}$ lower as compared to the one determined for $\Lambda^{0}$ in previous analysis [40]. One should stress that, in the presented
work, $T$ is a parameter used in the event generator and shouldn't be treated as an estimate of the real temperature of the system.

The $p_{t}$ and rapidity distributions, for both $\Lambda \mathrm{s}$, obtained from the simulation for the best parameters are shown in Fig. 5.16 and 5.17.

$$
\mathrm{p}_{\mathrm{T}} \text { for } \Lambda(1116) \text { events }
$$



Rapidity for $\Lambda$ (1116) events


Figure 5.16: A comparison between the thermal source (red line) and the data (blue points) for $\Lambda^{0}$. A background has been estimated and removed by the side-band method.


Figure 5.17: A comparison between the thermal source (red line) and the data (blue points) for $\Lambda(1520)$ candidates. A background has been estimated and removed by subtracting the URQMD signal.

### 5.5.3 Cross section estimation

The fit with the thermal model to the data facilitates calculation of reconstruction efficiencies and studies of systematic errors related to acceptance corrections. The latter one is very sensitive to a production model and significantly differs between pp and pA . The respective total reconstruction efficiencies for $\Lambda(1520)$ reconstruction vary by order of an magnitude from $3.35 \cdot 10^{-3}$ for the $\mathrm{pp} \rightarrow \Lambda(1520)\left[\Lambda^{0} \pi^{+} \pi^{-}\right] \mathrm{K}^{+} \mathrm{p}$ reaction to $4.1 \cdot 10^{-4}$ for a thermal source with parameters fixed at the minimum of the fit. This big difference is due to apparent change of the $\Lambda(1520)$ emission distributions between pp and pNb reflected in the rapidity (or CM polar emission angles). Rescattering of $\Lambda(1520)$, results in emission at larger polar angles which are covered by the HADES acceptance. On the other hand, emission at forward angles, characteristic for pp reactions, where HADES has no acceptance results the significantly reduced reconstruction efficiency.

The reconstruction efficiency obtained from the thermal fit allows for the extraction of an inclusive total cross section for $\Lambda(1520)$ production in the pNb experiment. However, as already mentioned above, the extrapolation to the full solid angle should be carefully examined in terms of model dependence. Fig. 5.18 shows how the total reconstruction efficiency changes with the thermal model's assumed parameters. The distribution shows a strong variation within the range of the model's parameters, which leads to a high systematic uncertainty of the correction factor. The systematic error was estimated based on a procedure, described in [81]. It is based on the calculation of a contour in the $\chi^{2}$ parameter space defined by the equation $\chi^{2}=\chi_{o p t}^{2}+1$. Such a contour encircles an area corresponding to $68.3 \%$ of probability and is displayed by solid line in Fig. 5.18. The $\chi^{2}$ contour is overlaid on the distribution of the reconstruction efficiency values. The respective variation of the reconstruction efficiency within this shape is examined and taken as an estimation of a one $\sigma$ systematic error for a cross section estimation. It appears that within the given shape the reconstruction efficiency varies from $2 \cdot 10^{-4}$ to $7 \cdot 10^{-4}$ which means a relative error at a level of ${ }_{-49}^{+71} \%$. Such a significant uncertainty is caused mostly by statistical errors of the experimental distributions used for parameter fitting. It can be visible in Fig. 5.16 and 5.17.

Finally, the total inclusive cross section for $\Lambda(1520)$ production in pNb reactions with extrapolation to full solid angle amounts to:

$$
\begin{equation*}
\sigma_{\Lambda(1520) X}^{\mathrm{pNb}}=4.97 \pm_{\text {stat }} 0.45 \pm_{2.53}^{3.58} \mathrm{mb} \tag{5.3}
\end{equation*}
$$

where the first error is statistical and the second one (dominating) is related to the model dependence of the extrapolation.

It can be compared with the result obtained for proton-proton collisions $\left(\sigma_{\mathrm{pp} \rightarrow \Lambda(1520) X}=7.1 \pm\right.$ $1.1_{-2.14}^{+0.0} \mu \mathrm{~b}$ ) scaled by $\sim A^{2 / 3}$

$$
\begin{equation*}
0.145 \pm 0.022_{-0.044}^{+0.0} \mathrm{mb}=20.5 \cdot \sigma_{\mathrm{pp}} \tag{5.4}
\end{equation*}
$$

However this estimation does not account for a very steep excitation function of $\Lambda(1520)$ production which is a salient feature of close-to-threshold production. This effect is included in the

INCL calculations. The respective excitation function of $\Lambda^{0}$ production in pp reaction have been parameterized (see section 6.2.3) and extended also to $p+n$ collisions. The calculated total production cross section for pNb collisions has been predicted to be 1 mb . This is still about a factor of 2 smaller than the lower bound given for the above estimated cross section. It might indicate an important role of cold matter effects, like, for example, secondary production channels. On the other hand, strong absorption of $\Lambda^{0}$ in production off-nucleus predicted by the model of Kaskulov et. al. [50], seems to be excluded even considering large systematic and statistical errors.


Figure 5.18: Dependence between the reconstruction efficiency and thermal source parameters used to its extraction. A strong variation of the reconstruction efficiency with the model's parameters is clearly visible. The solid red line shows the borders of the region spanned by $\chi^{2}<\chi_{\text {min }}^{2}+1$ of the thermal fit to the data (for details see text). The lowest $\chi_{\text {min }}^{2}$ obtained by the fit is equal to 1.41.

## Chapter 6

## Simulations of new 4.5 GeV experiment

The HADES detector is the first FAIR experiment that is fully ready for data taking. The HADES collaboration is taking an active role in a FAIR Phase-0 project, aimed in scientific research at FAIR, before full completion of the facility. Within the scope of the FAIR Phase-0 project a new proton-proton experiment at 4.5 GeV (maximum energy of SIS18) has been scheduled and is currently being executed (february/march 2022). It gives a great opportunity to perform the first studies of a production of excited hyperon states within this beam energy range and also to make first measurements of the hyperons' Dalitz decays (see Chapter 1). Furthermore, studies of the production of a double-strange $\Xi^{-}(1322)$ baryon are anticipated to explain a "HADES puzzle" related to the unexplained production in pA and AA collisions. Simulations of Dalitz decays were prepared and carried out by the author of this thesis and are described in more detail below.

One should stress that the detector upgrade dedicated to these measurements, presented in chapter 2.5 , was also driven by the feasibility studies performed with simulations. Finally, the results of these studies provided an important input for a proposal submitted by the HADES experiment to G-PAC (General Program Advisory Committee). As a result, HADES was granted a 4 week proton beam devoted to hyperon studies. The results described in this chapter were also published in [33].

The simulation studies for $\mathrm{p}+\mathrm{p}$ reactions at 4.5 GeV have been divided into three stages: a) selection of signal and background channels, b) estimation of cross sections for all channels c) simulation and analysis. The results for the pp experiment at 3.5 GeV , presented in chapter 4, provided important complementary results. The analysis strategies developed for this purpose were very useful for a validation of the simulation.

### 6.1 Channels selection

Several groups of benchmark channels have been chosen in order to investigate the performance of the upgraded HADES detector. A full list of reaction channels (signal-S and background-B) with
their respective production cross-sections and decay branching ratios are summarized in table 6.1. The reconstruction strategy of the signal channels is focused on a semi-inclusive reconstruction, tagged by the week $\Lambda^{0} \rightarrow \mathrm{p} \pi^{-}$decay. Final state hyperons are reconstructed using the invariant mass of their decay products and the geometrical properties of the displaced decay vertex. This strategy takes advantage of both the larger acceptance for inclusive reconstruction in HADES and the larger inclusive cross-sections.

To obtain a reliable simulation, besides a signal a cocktail of background channels should be considered. In the considered energy range theoretical models have an effective character and their development is mainly driven by experimental data which are very scarce. Generally there are two approaches: one assuming production of hadrons via intermediate baryon resonances and the other by string fragmentation (Lund string model [82]). The first method is commonly used to describe data for $\sqrt{S}<3.5 \mathrm{GeV}$. It assumes that all hadrons in the final states originate from decays of high-mass baryonic resonances. For example, this mechanism is clearly visible in the data presented in chapter 4 , where the double $\Delta^{++}$excitation explains multi-pion production. At higher energies models using string fragmentation are used, however, the energy threshold for transition from one production mechanism to the other is not known (for a review, see [35]).

Because knowledge about the properties of such high mass baryon resonances is limited and the density of states is large, a simplifying assumption was made in the simulation of channels with multi-particle final states (see table 6.1). The particle distributions were generated assuming a uniform phase space population and with a uniform angular distribution in the center of mass frame. For this purpose, the PLUTO event generator with the Genbod CERN library embedded, was utilized.

For all signal channels with the hyperon Dalitz decays the final state is the same: $\mathrm{p} \pi^{-} \mathrm{e}^{+} \mathrm{e}^{-}$. This allows the use of the same background cocktail for all three signal channels. Possible background sources can be grouped into three main families. The first is multi-pion production, including the neutral one (channels 14,16 and 18). In this case a di-lepton pair originates from a $\pi^{0}$ Dalitz decay and a fake $\Lambda^{0}$ signal can be created from a combination of p and $\pi^{-}$from different decay vertices. These channels mainly differ from the signal by a decay topology. The true $\Lambda^{0}$ decays, via the weak interaction, have a long lifetime, $c \tau=7.89 \mathrm{~cm}$ [12], hence its decay vertex is expected to be well separated from the primary vertex. The second group: channels $19,21,23,24,25$, contains $\Lambda^{0}$ production associated with some di-lepton source. In this case a true $\Lambda^{0}$ is associated with an $\mathrm{e}^{+} \mathrm{e}^{-}$pair stemming from the decays of different particles, mainly $\pi^{0}$. The third source of the background cocktail are Dalitz decays of non-strange baryons associated with $\Lambda^{0}$ production. The respective branching ratio was measured only for $\Delta^{+}$Dalitz [18], for $\Delta^{0}$ Dalitz the same branching was assumed.

The cross sections are taken from [83] at similar energies (in many cases cross sections at higher energies are taken as the only existing ones, hence representing upper limits). Production cross section for the channels containing $\Delta$ have been calculated, assuming that all pions originate from the resonance decays. For example, channel 14 has been assumed to originate from pp $\rightarrow$ $p \Delta^{+}\left[\mathrm{p} \pi^{0}\right] \pi^{+} \pi^{-}$. Assuming that the $\Delta$ decays into pions, conserving isospin symmetry, the

Clebsch-Gordan coefficients define a ratio of

$$
\begin{equation*}
\frac{\Delta^{+} \rightarrow \mathrm{p} \pi^{0}}{\Delta^{+} \rightarrow \mathrm{n} \pi^{+}}=\frac{2}{1} \tag{6.1}
\end{equation*}
$$

Hence, the total cross section for the reaction pp $\rightarrow p \Delta^{+} \pi^{+} \pi^{-}$is $\frac{3}{2} \cdot \sigma_{p p \rightarrow \mathrm{pp} \pi^{+} \pi^{-} \pi^{0}}$. The cross sections for other channels containing $\Delta$ Dalitz decays were calculated in a similar way. In Tab. 6.1 each of the $\Delta$ channels is listed below the multi-pion reference production channel which was used for the cross section estimation.

TABLE 6.1: List of the signal (S) and background (B) channels for the simulated reactions. Each channel containing a $\Delta$ Dalitz decay is listed below the reference channel, used for cross section estimation.

| no. | Channel | $\sigma$ [ $\mu \mathrm{b}$ ] | Type |
| :---: | :---: | :---: | :---: |
| $\Xi^{-}(1322)$ production |  |  |  |
| 1 | $\mathrm{pK}^{+} \mathrm{K}^{+} \Xi^{-}(1322)$ | 3.6/0.35 | S |
| 2 | $\mathrm{pp} \pi^{+} \pi^{+} \pi^{-} \pi^{-}$ | 227 | B |
| 3 | $\mathrm{p} \Lambda^{0} \mathrm{~K}_{\mathrm{S}}^{0} \pi^{+}$ | 30 | B |
| 4 | $\mathrm{p} \Lambda^{0} \mathrm{~K}^{+} \pi^{+} \pi^{-}$ | 21 | B |
| 5 | $\mathrm{n} \Lambda^{0} \mathrm{~K}_{\mathrm{S}}^{0} \pi^{+} \pi^{+}$ | 10 | B |
| 6 | $\mathrm{p} \Sigma^{0} \mathrm{~K}_{\mathrm{S}}^{0} \pi^{+}$ | 9 | B |
| 7 | $\mathrm{ppK}_{\mathrm{S}}^{0} \mathrm{~K}_{\mathrm{S}}^{0}$ | 1.6 | B |
| Dalitz decays of hyperons |  |  |  |
| 8 | $\mathrm{pK}^{+} \Lambda(1520)\left[\Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}\right]$ | $69.6, \mathrm{BR}=8.4 \times 10^{-5}$ | S |
| 9 | $\mathrm{pK}^{+} \Lambda(1405)\left[\Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}\right]$ | $32.2, \mathrm{BR}=5.3 \times 10^{-6}$ | S |
| 10 | $\mathrm{pK}^{+} \Sigma(1385)^{0}\left[\Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}\right]$ | $56.24, \mathrm{BR}=1.1 \times 10^{-4}$ | S |
| 11 | $\mathrm{pK}^{+} \Lambda(1520)[X]$ | 69.6 | B |
| 12 | $\mathrm{pK}^{+} \Lambda(1405)[X]$ | 32.2 | B |
| 13 | $\mathrm{pK}^{+} \Sigma(1385)^{0}[X]$ | 56.24 | B |
| 14 | $\mathrm{pp} \pi^{+} \pi^{-} \pi^{0}$ | 1840 | B |
| 15 | $\mathrm{p} \pi^{+} \pi^{-} \Delta^{+}\left[\mathrm{pe}^{+} \mathrm{e}^{-}\right]$ | $2760, \mathrm{BR}=4.5 \times 10^{-5}$ | B |
| 16 | $\mathrm{pn} \pi^{+} \pi^{+} \pi^{-} \pi^{0}$ | 300 | B |
| 17 | $\mathrm{p} \pi^{+} \pi^{+} \pi^{-} \Delta^{0}\left[\mathrm{ne}^{+} \mathrm{e}^{-}\right]$ | $450, \mathrm{BR}=4.5 \times 10^{-5}$ | B |
| 18 | $\mathrm{pp} \pi^{+} \pi^{-} \pi^{0} \pi^{0}$ | 300 | B |
| 19 | $\mathrm{p} \Lambda^{0} \mathrm{~K}^{+} \pi^{0}$ | 43 | B |
| 20 | $\mathrm{K}^{+} \Lambda^{0} \Delta^{+}\left[\mathrm{pe}^{+} \mathrm{e}^{-}\right]$ | $64, \mathrm{BR}=4.5 \times 10^{-5}$ | B |
| 21 | $\mathrm{n} \Lambda^{0} \mathrm{~K}^{+} \pi^{+} \pi^{0}$ | 20 | B |
| 22 | $\pi^{+} \mathrm{K}^{+} \Lambda^{0} \Delta^{0}\left[\mathrm{ne}^{+} \mathrm{e}^{-}\right]$ | $30, \mathrm{BR}=4.5 \times 10^{-5}$ | B |
| 23 | $\mathrm{p} \Lambda^{0} \mathrm{~K}^{+} \pi^{0} \pi^{0}$ | 10 | B |
| 24 | $\mathrm{p} \Sigma^{0} \mathrm{~K}_{\mathrm{S}}^{0} \pi^{+}$ | 9 | B |
| 25 | $\mathrm{p} \Lambda^{0} \mathrm{~K}^{+} \pi^{0} \pi^{0} \pi^{0}$ | 7 | B |

### 6.2 Estimation of inclusive cross sections

For proton-proton collisions in an energy range of $1 \mathrm{GeV}<\sqrt{S}<6 \mathrm{GeV}$, exclusive cross sections for $\Lambda^{0}$ and $\Sigma^{0}$ production were measured for many different energies [32, 83, 84]. For excited hyperon states the cross section is less known. The exclusive cross section for $\Lambda(1405)$ production
was measured only by the COSY-TOF and the HADES collaborations [29, 85], while for $\Lambda(1520)$ only by HADES [32].

In contrast to the exclusive production, the inclusive cross sections for hyperons' production in pp collisions near the production threshold are poorly known. In fact, the available data allows for the parameterization of cross sections for $\Lambda^{0}$ production only. For other hyperons the existing data are very scarce and some additional reasoning and assumptions are necessary.

### 6.2.1 $\quad \Lambda^{0}$ inclusive cross section

$\Lambda^{0}$ 's inclusive production cross section in the energy range of interest was measured at four energy points [32, 83]. However, some additional constraints can be made: i) the production cross section is equal to 0 for the threshold energy, ii) for an excess energy below one pion mass ( 140 MeV ) the inclusive and the exclusive cross sections are the same. Hence, below $\sqrt{S}=2.68 \mathrm{GeV}=$ $M_{\mathrm{pK}}{ }^{i n v} \Lambda^{0} \pi^{0}$ the existing data on the exclusive cross section for the $\mathrm{pp} \rightarrow \mathrm{pK}^{+} \Lambda^{0}$ can be used. That data sample significantly constrains the fitted function in a low energy regime. The relevant data points are plotted by blue markers in Fig. 6.2. Empty points show the inclusive cross section while full points show the exclusive ones. For the chosen data, a 3-rd order polynomial was fitted to the data:

$$
\begin{equation*}
\sigma_{\mathrm{pp} \rightarrow \Lambda^{0} X}(\sqrt{S})=48 \cdot(\sqrt{S}-2.55)+292.6 \cdot(\sqrt{S}-2.55)^{2}-45.4 \cdot(\sqrt{S}-2.55)^{3} \tag{6.2}
\end{equation*}
$$

The fitted function was designed to ensure that the cross section is equal to zero for the threshold energy ( $\sqrt{S}=2.55 \mathrm{GeV}$ ). The fit result is shown in Fig. 6.2 by a blue dotted line.

### 6.2.2 $\quad \Sigma^{0}$ inclusive cross section

According to PDG [12] almost all $\Sigma^{0}$ s decay into $\Lambda^{0}$ by radiative decay. It means that the inclusive $\Lambda^{0}$ signal contains a significant fraction originating from $\Sigma^{0}$ decays. The $P_{\Sigma^{0}} / \sigma_{\Lambda^{0}}$ production ratio was measured by COSY-TOF and others [84], close to the production threshold. The COSY-TOF collaboration proposed a parameterization of the ratio for an access energy range $\epsilon<200 \mathrm{MeV}$. The energy excess is calculated as the difference between $\sqrt{S}$ and the thresholds, $\Lambda^{0}{ }_{t h r}$ and $\Sigma^{0}{ }_{t h r}$, for the hyperon productions, respectively. It is plotted in Fig. 6.1 by a thick black solid line together with the data points. For a region exceeding the proposed parameterization $(\epsilon>200 \mathrm{MeV})$ a linear fit

$$
\begin{equation*}
P_{\Lambda^{0} / \Sigma^{0}}(\epsilon)=2.215-2.7 \cdot 10^{-5} \epsilon \tag{6.3}
\end{equation*}
$$

describes the data quite well $\left(\chi^{2}=0.89\right)$. According to eq. (6.3) for $\epsilon>200 \mathrm{MeV}$ the ratio is almost constant and does not depend on the excess energy. For further calculations, both parameterizations are joined together at the intersection point around $\epsilon=274 \mathrm{MeV}$.

Knowing the ratio of $\Lambda^{0} / \Sigma^{0}$, production it is possible to subtract the $\Sigma^{0}$ contribution to the $\sigma_{\Lambda^{0} X}$ inclusive cross section given by equation 6.2. Using the determined ratio and the parameterization


Figure 6.1: The measured ratio between $\Lambda^{0}$ and $\Sigma^{0}$ exclusive cross section as a function of the respective excess energies $(\epsilon)$ for $\Lambda^{0}$ and $\Sigma^{0}$ productions. In the low $\epsilon<200 \mathrm{MeV}$ range the COSY-TOF parameterization was used, for $\epsilon>200 \mathrm{MeV}$ the data is described by linear function. The URQMD model's parameterization is shown by lines (see figure captions). The figure is taken from [39].
of $\Lambda^{0}$ inclusive production the following set of equations is created

$$
\begin{gather*}
P_{\Lambda^{0} / \Sigma^{0}}=\frac{\sigma_{\Lambda^{0} X}(\epsilon)}{\sigma_{\Sigma^{0}}(\epsilon)}=\frac{\sigma_{\Lambda^{0} X}\left(\sqrt{S}-\Lambda_{t h r}^{0}\right)}{\sigma_{\Sigma^{0} X}\left(\sqrt{S}-\Sigma^{0}{ }_{t h r}\right)}  \tag{6.4}\\
\sigma_{\Lambda^{0} X}(\sqrt{S})=\sigma_{\Lambda^{0} X}^{\prime}(\sqrt{S})+\sigma_{\Sigma^{0} X}(\sqrt{S}) \tag{6.5}
\end{gather*}
$$

where $\sigma_{\Sigma^{0} X}$ represents the inclusive $\Sigma^{0}$ production cross section and $\sigma_{\Lambda^{0} X}^{\prime}$ the $\Lambda^{0}$ cross section without feed-down from $\Sigma$ decay. The first relation depends on the energy over threshold calculated as explained above. The second one uses an absolute available energy. From the first equation one can calculate the inclusive cross section for $\Sigma^{0}$ at $\sqrt{S}$ :

$$
\begin{equation*}
\sigma_{\Sigma^{0} X}(\sqrt{S})=\frac{\sigma_{\Lambda^{0} X}\left(\sqrt{S}-\Lambda_{t h r}^{0}+\Sigma^{0}{ }_{t h r}\right)}{P_{\Lambda^{0} / \Sigma^{0}}\left(\epsilon+\Sigma^{0}{ }_{t h r}\right)} \tag{6.6}
\end{equation*}
$$

Now, using equation (6.5) and the result (6.6), $\sigma_{\Lambda^{0} X}^{\prime}$ can be calculated as follows:

$$
\begin{equation*}
\sigma_{\Lambda^{0} X}^{\prime}(\sqrt{S})=\sigma_{\Lambda^{0} X}(\sqrt{S})-\frac{\sigma_{\Lambda^{0} X}\left(\sqrt{S}-\Lambda_{t h r}^{0}+\Sigma^{0}{ }_{t h r}\right)}{P_{\Lambda^{0} / \Sigma^{0}}\left(\epsilon+\Sigma^{0}{ }_{t h r}\right)} \tag{6.7}
\end{equation*}
$$

The inclusive cross section obtained for $\Lambda^{0}$ corrected for the $\Sigma(1385)^{0}$ feed-down, is shown in 6.2 by a dashed blue line (the green line shows the cross sections for $\Sigma^{0}$ ). A characteristic "kick" on the green line corresponds to the energy when the two parameterizations of the $\frac{\Lambda^{0}}{\Sigma^{0}}$ ratio are joined (see fig. 6.1).

### 6.2.3 $\Lambda(1520), \Lambda(1405)$ and $\Sigma(1385)^{0}$ production cross sections

The parametrization of inclusive cross sections for $\Lambda^{0}$ and $\Sigma^{0}$ production as a function of $\sqrt{S}$, or the excess energy, can provide some guidance for the estimation of the respective cross sections for higher mass hyperons $\left(\Lambda^{*}\right)$. As a first approximation, one can assume that a production matrix element for the ground, and any excited states, is the same. In such a case the only factor governing the production of excited states is the excess energy, hence the following relation can be written as

$$
\begin{equation*}
\sigma_{\Lambda^{*} X}(\epsilon)=\sigma_{\Lambda^{0} X}(\epsilon) \tag{6.8}
\end{equation*}
$$

or in terms of $\sqrt{S}$,

$$
\begin{equation*}
\left.\left.\sigma_{\Lambda^{*} X}(\sqrt{S})\right)=\sigma_{\Lambda^{0} X}(\sqrt{S})+\Lambda_{t h r}^{*}-\Lambda_{t h r}\right) \tag{6.9}
\end{equation*}
$$

Using equation (6.8) and the same reasoning as for the $\Sigma$ states, cross sections for the excited hyperon states, $\Lambda(1520)$ and $\Sigma(1385)^{0}$ for a pp reaction in the 4.5 GeV experiment, were calculated. They are shown in 6.2 as blue and green star and summarized in tab. 6.1.

The simple approach presented above can be further tuned by the introduction of a scaling factor between the excitation function for the ground state ( $\Lambda^{0}$ and $\Sigma^{0}$ ) and an excited state. An example of such a scaling was concluded by HADES for the exclusive production of $\Lambda(1405)$. The respective cross sections were measured at two different energies, by HADES [29] and COSY-tof [85] and the following relation of $\Lambda(1405)$ exclusive cross section was proposed,

$$
\begin{equation*}
\sigma_{\Lambda(1405) \mathrm{pK}^{+}}^{e x c l}(\epsilon)=\frac{1}{3} \sigma_{\Lambda^{0} \mathrm{pK}^{+}}^{e x c l}(\epsilon) . \tag{6.10}
\end{equation*}
$$

In the simulations presented below the same relation was used for estimation of the $\Lambda(1405)$ production cross section. The result is shown in 6.2 by a magenta line. A magenta star shows


Figure 6.2: Excitation functions for hyperon production. Blue dotted line represents a parametrization of the inclusive $\Lambda^{0}$ production. It is decomposed into two components: i) $\Lambda^{0}$, the blue dashed line and ii) $\Sigma^{0}$, The green dashed line. The magenta dashed line represents a parameterization of the $\Lambda(1520)$ cross section (see text for details). All points refer to experimental data measured by different experiments [29, 32, 83-85] (full symbols represent exclusive cross sections, empty the inclusive ones). The color code is the same as from the excitation functions.
the point corresponding to the $E_{k}=4.5 \mathrm{GeV}$ proton beam. Numerical values of the estimated cross sections are again in tab. 6.1.

When the proposal for the pp at 4.5 GeV experiment was written there was no further data available and the values presented in 6.1 were used for simulations. One of the results of the presented work is the inclusive cross section for $\Lambda(1520)$ production in pp at 3.5 GeV . The obtained cross section suggests that the excitation function for $\Lambda(1520)$ behaves similarly to the one for $\Lambda(1405)$ and a scaling factor of $1 / 3$ is required. This issue is addressed in chapter 7 .

### 6.3 Decay branching ratios for Dalitz decays

Because Dalitz decays of hyperons have never been measured, a decay branching ratio has to be estimated from models or available data on related radiative decays. A first approximation may be obtained using the result for the non-strange sector, assuming SU(3) flavor symmetry. For example for the $\Delta^{+} \rightarrow \mathrm{pe}^{+} \mathrm{e}^{-}$decay HADES measured [18]

$$
\begin{equation*}
\mathrm{BR}_{\Delta \rightarrow \mathrm{pe}^{+} \mathrm{e}^{-}}=(4.19 \pm 0.62 \text { syst. } \pm 0.34 \text { stat. }) \times 10^{-5} . \tag{6.11}
\end{equation*}
$$

It can be used as an estimation for the $\Sigma(1385)^{0} \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$, because $\Sigma(1385)^{0}$ is a $\mathrm{SU}(3)$ partner of $\Delta^{+}$.

Other estimation can be made based on the known radiative decay widths. The CLAS collaboration has measured decay widths for the following hyperon decays [86]

$$
\begin{gather*}
\Gamma_{\Lambda(1520) \rightarrow \Lambda^{0} \gamma}=167 \pm \text { stat. } 43_{-12}^{+26} \text { syst. } \mathrm{keV}  \tag{6.12}\\
\Gamma_{\Sigma(1385)^{0} \rightarrow \Lambda^{0} \gamma}=479 \pm \text { stat. } 120_{-100}^{+81} \text { syst. } \mathrm{keV} \tag{6.13}
\end{gather*}
$$

A relation between radiative decays and Dalitz decays is given by the formula derived in F. Scozzi's PhD thesis [87],

$$
\begin{equation*}
\Gamma^{N^{*} \rightarrow N e^{+} e^{-}}=1.35 \cdot \alpha \Gamma^{N^{*} \rightarrow N \gamma} . \tag{6.14}
\end{equation*}
$$

The results obtained by this method are the following:
a) $\mathrm{BR}=8.4 \cdot 10^{-5}$ for $\Lambda(1520) \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$,
b) $\mathrm{BR}=1.1 \cdot 10^{-4}$ for $\Sigma(1385)^{0} \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$
c) $\mathrm{BR}=5.3 \cdot 10^{-6}$ for $\Lambda(1405) \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$.

One can note that the estimated branching ratio for $\Sigma(1385)^{0}$ is $3-4$ times lower than the one for $\Delta^{+}(1232)$. The value obtained for $\Lambda(1405)$ is significantly lower than for the other hyperons but it was not estimated directly from radiative decay (not measured) but other decay channels [88].

### 6.4 Simulations results

The simulation has been performed using the following steps: collision results were produced using the PLUTO event generator [80, 89], the GEANT3 [73] package was used to simulate particles' propagation through HADES and to simulate weak decays of $\Lambda^{0}$ or $\mathrm{K}_{\mathrm{S}}^{0}$. An event reconstruction chain was done in the HYDRA framework used for experimental data processing as well. All together this procedure gives a realistic simulation of the examined physics, and the response of HADES. The new HADES upgrades, new RICH, and the FwDet (see chapter 2.5), were also included.

The main goal was to get realistic projections of the expected count rates for the simulated signal channels, particularly Dalitz decays. Analysis methods used for channel selections were similar to the ones described in chapters 4 and 5 except for $\Lambda^{0}$ identification which was obtained by means of hard cuts (no neural network was applied).

### 6.4.1 Particles identification

The particle identification algorithms used for simulation are, in principle, the same as for the data collected during the experiment described in chapter 4. In the first step charged hadrons were identified using PID cuts based on Time of Flight, measured in the TOF/RPC system, and their momentum was reconstructed in the tracking system. The particles' mass was calculated according to the formula

$$
\begin{equation*}
m=\frac{p c}{\beta \gamma} \tag{6.15}
\end{equation*}
$$

Proton and pion selection windows based on the mass: $650-1127 \mathrm{MeV}$ and $40-240 \mathrm{MeV}$, respectively, were defined. Lepton track candidates were selected by matching of the tracks reconstructed in MDC and the position of the Cherenkov ring in the RICH detector. Additionally, a cut on Time-Of-Flight (or calculated $\beta$ ) was imposed to enhance the purity of lepton identification (close to $100 \%$.

### 6.4.2 Acceptance for hyperon decays

Hyperon production in $\mathrm{p}+\mathrm{p}$ reactions at 4.5 GeV is characterized by forward emission. The daughter baryon from a $\Lambda^{0}$ hyperon decay is also strongly forward peaked in the laboratory reference frame. This is a consequence of three main effects: (a) the produced hyperons have an anisotropic angular distribution in the center of momentum reference frame [32] (b) the decay kinematics of the hyperons and (c) the boost of the final state particles into the laboratory frame resulting from the fixed target kinematics. The kinematic boost is the most important of these three effects for the given set of reaction channels and the beam energy.

The daughters from the hyperon decays relevant for these studies include a proton and a pion for $\Lambda^{0} \rightarrow \mathrm{p} \pi^{-}$. The large mass ratio between the proton and pion, together with the relatively


Figure 6.3: Polar angle distributions for protons(right) and pions (left) emitted from $\Lambda^{0}$ decay, a part of the $\Lambda(1520)$ decay chain: $\Lambda(1520) \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$. The black line represents all particles emitted in the reaction, the blue and the red lines show particles detected in the forward detector and HADES respectively. The brown line is a sum of all registered particles.
small decay phase space for the hyperons result in the proton being emitted in a direction very close to the hyperon direction. In contrast, the pion will be emitted over a much wider angular range relative to the direction of the hyperon. This effect is visible in Fig. 6.3 for the pion and proton daughters of $\Lambda(1520)$ decay, respectively. The events were obtained from a cocktail of reactions listed in table 6.1 and for those events in which all final state particles are registered in the detector acceptance. The dashed black lines show the distributions of the particles emitted in the full solid angle, and the solid (brown) lines show the corresponding distribution for particles measured within the acceptance of either HADES or the new Forward Detector. The characteristic dip around $10^{\circ}$ is due to the lack of acceptance in the region between the new Forward Detector and the existing HADES due to the HADES magnet support ring. The blue and red solid curves in Fig. 6.3 shows the corresponding distributions for the accepted particles in the Forward Detector and HADES, respectively. The distributions clearly demonstrate that most pions are emitted into the HADES acceptance, whereas the protons are emitted preferentially into the forward direction with a large fraction detected in the Forward Detector. The Forward Detector detects $41 \%$ of all accepted protons tracks for the $\Lambda^{0}$ decays. Such a large contribution stresses the importance of this detector system in HADES for hyperon physics.

### 6.4.3 Hyperon Dalitz decays

The Dalitz-decay of hyperons was reconstructed in the reactions where the primary hyperon resonance decays into a $\Lambda^{0}$ and a virtual photon $\gamma^{*}$, then the photon decays into an $\mathrm{e}^{+} \mathrm{e}^{-}$pair. The inclusive reconstruction of $\Lambda^{0}$ candidates proceeded by cuts on the decay vertex geometry. A $\Lambda^{0}$ decay vertex is displaced compared to the primary vertex. Therefore, the $\mathrm{e}^{+} \mathrm{e}^{-}$pair originates from the primary vertex located in the target. The z-coordinate of the secondary vertex is required to be $>0 \mathrm{~mm}$, for the given target position extending from -55 mm to -8 mm . Furthermore,
a minimum track distance $<20 \mathrm{~mm}$ between the proton and pion tracks was demanded for $\Lambda^{0}$ candidates to reduce the background from uncorrelated pairs. The minimal opening angle for the dilepton pair is $4^{\circ}$ to reduce the conversion background, which is mostly emitted at lower opening angles.

The simulation results are shown in Fig. 6.4 and display the reconstructed $\mathrm{e}^{+} \mathrm{e}^{-}$invariant mass spectrum (in left). The combinatorial background (CB) originating from uncorrelated $\mathrm{e}^{+} \mathrm{e}^{-}$pairs is shown by the red dots. The magenta dots represent the sum of all reconstructed Dalitz $\mathrm{e}^{+} \mathrm{e}^{-}$ signal. The blue-green histogram represents $\mathrm{e}^{+} \mathrm{e}^{-}$pairs that originate from $\pi^{0}$ decays.


FIGURE 6.4: the dilepton invariant mass spectrum from signal (magenta) and combinatorial background (red) sources (left) and reconstructed $\Lambda(1520), \Sigma(1385)^{0}$ and $\Lambda(1405)$ peaks in the $\Lambda^{0}$ $\mathrm{e}^{+} \mathrm{e}^{-}$invariant mass (right), see text for details. The statistical uncertainty corresponds to a four week measurement on the $\mathrm{LH}_{2}$ target at a luminosity of $1.5 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$.

Dalitz-decays of $\Delta$ are denoted by the blue histogram. The yellow and green histograms show the spectra originating from hyperon $\left(\Lambda(1520)\right.$ and $\Sigma(1385)^{0}$, respectively) Dalitz-decays. The figure clearly shows that the region of invariant mass below 140 MeV is dominated by the $\pi^{0}$ Dalitz decay associated with $\Lambda^{0}$ production. Above the $\pi^{0}$ range the hyperon Dalitz decay dominates with the main background originating from the $\Delta$ Dalitz decay.

Fig. 6.4 (right) shows the $\Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$invariant mass distribution, where the dilepton mass is required to be above the $\pi^{0}$ mass ( $M_{\mathrm{e}^{+} \mathrm{e}^{-}}>140 \mathrm{MeV}$ ). Clear peaks from $\Lambda(1520)$ and $\Sigma(1385)^{0}$ are visible above a broad background from $\Delta$. The low branching ratio for $\Lambda(1405)$ results in too little yield to be measured here, therefore it was omitted at the figure. The product of the acceptance times the reconstruction efficiency is estimated to be about $0.48 \%$ and $0.58 \%$ for $\Sigma(1385)^{0}$ and $\Lambda(1520)$, respectively.

These simulations were performed under the assumption that the decaying particles are point-like. As discussed in the introduction, it is expected that the mass dependent transition form factors will enhance the decay rate in the high mass region and consequently increase the count rates with respect to these simulations. The expected count rates for luminosity $\mathcal{L}=1.5 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ and one day of beam are summarized in Table 6.2 for a liquid hydrogen $\left(\mathrm{LH}_{2}\right)$ and a polyethylene $\left(\mathrm{CH}_{4}\right)$ target of the same dimensions.

| simulated decay | $\sigma[\mu \mathrm{b}]$ | BR | $\epsilon \cdot$ acc $[\%]$ | counts/day $\left(\mathrm{LH}_{2}\right)$ | counts/day $\left(\mathrm{CH}_{4}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\Sigma(1385)^{0} \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$ | 56 | $8.94 \times 10^{-5}$ | 0.48 | 15 | 105 |
| $\Lambda(1520) \rightarrow \Lambda^{0} \mathrm{e}^{+} \mathrm{e}^{-}$ | 69 | $6.93 \times 10^{-5}$ | 0.58 | 18 | 126 |
| $\Lambda(1520) \rightarrow \Lambda^{0} \pi^{-} \pi^{+}$ | 69 | $4.22 \times 10^{-2}$ | 1.4 | $2.64 \times 10^{4}$ | $1.85 \times 10^{5}$ |
| $\Sigma^{0} \rightarrow \Lambda^{0} \gamma^{*}$ | 56 | $9.07 \times 10^{-3}$ | 0.030 | 99 | 692 |
| $\Lambda(1520) \rightarrow \Lambda^{0} \gamma^{*}$ | 69 | $7.03 \times 10^{-3}$ | 0.026 | 82 | 574 |

TABLE 6.2: Expected count rates for luminosity $\mathcal{L}=1.5 \times 10^{31} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ available using a liquid hydrogen $\left(\mathrm{LH}_{2}\right)$ target and a polyethylene $\left(\mathrm{CH}_{4}\right)$ target of the same dimensions. The branching ratios include a factor of 0.64 for each $\Lambda^{0} \rightarrow \mathrm{p} \pi^{-}$decay included.

## Chapter 7

## Conclusions

The research on $\Lambda(1520)$ inclusive production brought new facts about excited hyperons' states. For both of the considered data sets, pp at 3.5 GeV and pNb at 3.5 GeV , the signal was reconstructed and the total production cross section was determined. The results were then used for validation of a pp at 4.5 GeV experiment simulation.

The inclusive $\Lambda(1520) \rightarrow \Lambda^{0} \pi^{+} \pi^{-}$reconstruction the in pp at 3.5 GeV data was successfully done. The measured cross section value of $\sigma_{\mathrm{pp} \rightarrow \Lambda(1520) X}=7.1 \pm 1.1_{-2.14}^{+0.0} \mu \mathrm{~b}$ is in agreement with the previously measured value for the exclusive channel $\sigma_{\mathrm{pp} \rightarrow \mathrm{pK}}{ }^{+} \Lambda^{0}=5.6 \pm 1.1 \pm$ $0.4_{-1.6}^{+1.1} \mu \mathrm{~b}$ [29]. The similarity of the inclusive and the exclusive cross sections is expected since the available energy over the threshold for the easiest production channel $\mathrm{pp} \rightarrow \mathrm{p} \Lambda(1520) \mathrm{K}^{+}$is small $\epsilon=225 \mathrm{MeV}$.

The measured value can be compared with the results obtained for other hyperon states. The comparison is presented in Fig. 7.1, where the production cross section is plotted as a function of the energy over the threshold. The value obtained, suggests that, similarly to $\Lambda(1405)$, an excitation function for $\Lambda(1520)$ is suppressed as compared to $\Lambda^{0}$. An empirical scaling proposed for the $\Lambda(1520)$ may be described as

$$
\begin{equation*}
\sigma_{\mathrm{pp} \rightarrow \Lambda(1520) X}(\epsilon)=\frac{1}{3} \sigma_{\mathrm{pp} \rightarrow \Lambda^{0} X}(\epsilon) \tag{7.1}
\end{equation*}
$$

This result has important consequences for the predicted count-rates for the pp at 4.5 GeV experiment. Compared to the assumption that the cross section over the threshold for $\Lambda(1520)$ and $\Lambda^{0}$ is the same, the predicted count rates should be reduced by a factor of $1 / 3$.

The complementary analysis performed for proton-niobium reactions revealed the $\Lambda(1520)$ signal as well. A detailed comparison between the reconstructed signals in the proton-proton and the proton-niobium experiment is listed in Tab. 7.1. In the case of a proton-nucleus reaction the final cross section relies strongly on models: (a) the URQMD simulation accounting for non-resonant background and (b) the thermal source simulations for extrapolation to $4 \pi$.


FIGURE 7.1: Summary of $\Lambda s^{\prime}$ production cross section as a function of the excess energy. Full and empty circles show exclusive and inclusive channels respectively. Different $\Lambda$ states are grouped by colors. Blue points represent $\Lambda^{0}$, magenta points- $\Lambda(1405)$, green for inclusive and red for exclusive $\Lambda^{0}$ production. The dotted blue line represents a $\Lambda^{0}$ inclusive production parametrization, the magenta one a $\Lambda(1405)$ production cross section parametrization. Both are described in chapter 6.

| experiment | $N_{\text {signal }}$ | $\epsilon_{\text {efficiency }} \cdot \epsilon_{\text {acceptance }}$ | $\mathcal{L}^{\text {int }}$ | $\sigma_{\Lambda(1520)}[\mathrm{mb}]$ | $\sigma_{\text {reaction }}[\mathrm{mb}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| pp | 106 | $3.35 \cdot 10^{-3}$ | $0.313 \mathrm{pb}^{-1}$ | 0.0071 | 43.4 |
| pNb | 313 | $4.25 \cdot 10^{-4}$ | $10.4 \mathrm{nb}^{-1}$ | 4.97 | 890 |

TABLE 7.1: Comparison of a $\Lambda$ (1520) signal obtained for both analyzed data sets. The third column accounts for a combined geometrical acceptance of HADES and the reconstruction efficiency. It does not include either a decay branching ratio $B R_{\Lambda(1520) \rightarrow \Lambda^{0} \pi^{+} \pi^{-}}$, nor $B R_{\Lambda^{0} \rightarrow \mathrm{p} \pi^{-}}$ which are included in corrections separately

The extrapolated cross section $\sigma_{\Lambda(1520) X}^{\mathrm{pNb}}=4.97 \pm_{\text {stat }} 0.45 \pm_{2.53}^{3.58} \mathrm{mb}$, is surprisingly high compared to estimations: it strongly overshoots a nuclear scaling of $A^{2 / 3}(0.145 \mathrm{mb})$ as well as the predictions given by the INCL model $(\approx 1 \mathrm{mb})$. At the same time, the reference channel: semi-inclusive $\Lambda^{0} \mathrm{~K}^{0}$ production, is in good agreement with $A^{2 / 3}$ scaling (see Fig. 5.3). The main difference between the signal and the reference channel is in the available energy. $\Lambda(1520)$ is produced just over the threshold, $\epsilon=220 \mathrm{MeV}$ for the reaction $\mathrm{pp} \rightarrow \Lambda(1520) \mathrm{K}^{+} \mathrm{p}$, when the excess energy for $\Lambda^{0} \mathrm{~K}^{0}$ production in the reaction $\mathrm{pn} \rightarrow \Lambda^{0} \mathrm{~K}^{0} \mathrm{p}$ is $\epsilon=621 \mathrm{MeV}$. As it is shown in Fig. 7.1, the excitation function close to the threshold is strongly non-linear, so any additional momentum in the system, for example from Fermi movement, has a significant impact on the final cross section. Such kinematic effects are considered in the INCL code and their effect is visible in a 7 times higher production cross section compared to the nuclear scaling. However, the INCL code does not include secondary reactions and resonance formation, which were proven to be important in the background description for the proton-proton reaction (see chapter 4.4). Because of that, the value of 1 mb provided by the INCL may be treated as a lower limit of expected cross section of $\Lambda(1520)$ production off nucleus.

To quantify the modification caused by the nuclear medium the so-called nuclear modification factor is introduced. Following a methodology used by HADES in di-electron studies [78], the
nuclear modification factor can be defined as:

$$
\begin{equation*}
R=\frac{\sigma_{\mathrm{pNb}}}{\sigma_{\mathrm{pp}}} \cdot \frac{\left\langle A_{\text {part }}^{\mathrm{pp}}\right\rangle}{\left\langle A_{\text {part }}^{\mathrm{ppNb}}\right\rangle} \cdot \frac{\sigma_{\mathrm{reaction}}^{\mathrm{pp}}}{\sigma_{\text {reaction }}^{\mathrm{pND}}} . \tag{7.2}
\end{equation*}
$$

The average number of participants for a proton-proton reaction is $A_{\text {part }}^{\mathrm{pp}}=2$, when $A_{\text {part }}^{\mathrm{ppNb}}=2.8$ and is estimated by a Galuber model [90]. The total reaction cross section for pp is 43.4 mb according to [83], but it is questionable if the whole cross section should be considered in this case since only the part of it that describes non-elastic reactions ( $\sigma_{p p}^{\text {non-elastic }}=29.3 \mathrm{mb}$ [83]) is responsible for particle production. Considering a total proton-proton cross section the nuclear modification factor is equal

$$
\begin{equation*}
R=24_{-15}^{+18}, \tag{7.3}
\end{equation*}
$$

where both the systematic and statistic errors are combined into one value according to the formula $\sigma_{\text {total }}=\sqrt{\sigma_{\text {syst. }}^{2}+\sigma_{\text {stat. }}^{2}}$. Taking into account only the non-elastic part of the proton-proton cross section the nuclear modification factor is equal

$$
\begin{equation*}
R=16_{-10}^{+12} . \tag{7.4}
\end{equation*}
$$

In the case of proton-niobium, the reaction of the elastic part is negligible. Despite the high level of uncertainty, it is visible that production of a $\Lambda(1520)$ in the proton-Niobium reaction is enhanced compared to the proton-proton case.

On the other hand the model of the $\Lambda(1520)$ structure described in [25, 47] predicts significant absorption. M. Kaksulov and others [50] calculated the cross section ratio for different targets with the mass number A from 12 to 240 and for different in-medium decay widths (see Fig. 7.2). Irrespective of the assumptions about the width in medium, the model always predicts strong suppression of $\Lambda(1520)$ production for heavier targets in comparison with a carbon target. This is in clear contrast to the value observed in the pNb experiment. To draw more conclusions, additional measurements for different collision systems would be required but also calculations showing comparison to the reverence pp reaction.

The total cross-section suffers from systematic effects, mostly caused by extrapolation effects ( pNb ) and limited statistics ( pp ). Yet the results can be compared between both experiments within the HADES acceptance. Such a comparison does not require extrapolation and is justified by the same experimental setup used in both measurements. Figures 5.6 show that the signal from the proton-proton is shifted towards higher values of rapidity and lower $p_{t}$ values compared to the signal from pNb . It means that $\Lambda(1520)$ s produced in a nucleus have tendency to be emitted at higher polar $\theta$ angles, probably due to re-scattering in the nuclear matter. The same conclusion can be drawn from an alternative data presentation $|\vec{p}|$ vs. $\cos \theta$ in Fig. 5.7. A more detailed comparison, which includes subtraction of non resonant $\Lambda(1520) \pi+\pi^{-}$background provided by the URQMD code (Fig. 5.11 presented in Fig. 5.10), reduces the discrepancy between the spectra obtained for pp and pNb experiments, but the trend remains the same


Figure 7.2: Ratio of the nuclear cross section normalized to pC collisions. Different lines correspond to different assumptions about the medium width of a $\Lambda(1520)$. Regardless of the assumed in-medium $\Gamma$ the strong $\Lambda(1520)$ suppression is expected. The figure is from [50].

It is expected that results from the recently completed measurements with pp reactions at 4.5 GeV will increase $\Lambda(1520)$ production rate by factor 50-60. Furthermore, upgraded HADES with the new Forward Detector and the RICH photon detector provide significantly higher acceptance and reconstruction efficiency. Therefore more deferential studies of the $\Lambda(1520)$ production and search of the Dalitz decay will be possible.

## Appendix A

## Uncorrelated systematic error

A commonly used method for systematic error estimation is a cut variation. Varying a cut value allows to quantify its influence over the final result. In case of perfect simulation used for an efficiency correction the final result should not depend on small differences in applied cuts.

However comparing results obtained during the scan it has to be noticed that statistical errors are still present in data and an effect of analysis with changed cuts also suffers from statistical error. More over, loosening a cut gives a new, slightly bigger data sample, but almost all events in the new sample belong to the original data set, they are only a few new event classified as a signal. Such a situation is presented in fig. A.1. Only events from the subset C are really independent of the original data set $B$. It means that a statistical error for whole set $A$ is strongly strictly correlated with en error for B . To estimate error following the C subset some way of unfolding the uncorrelated part of the error have to be find. A statistical approach to the uncorrelated errors problem have been presented in [77]. It appears that for samples ruled by the Poisson distributions, when the smaller set is entirely enclosed within the bigger one the uncorrelated error is given by the following formula

$$
\begin{equation*}
\sigma_{C}^{2}=\left|\sigma_{A}^{2}-\sigma_{B}^{2}\right| \tag{A.1}
\end{equation*}
$$



Figure A.1: The graphical representation of loosing a cut during an analysis. The new set A consist of all events which passed tighter cut (subset set B) and some more (subset C). The figure from [77].
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[^0]:    ${ }^{1}$ During the detector update in 2010 the TOFino was replaced by Resistive Drift Chambers, which provide better time resolution ( 80 ps ) and detection efficiency of about $95 \%$

